Product-Moment Correlation Coefficient
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r = product — moment correlation coef ficient

x = first set of data
y = second set of data

Population Correlation Coefficient

p = % . Z{I(Xi U—Xux)l . [(Yi ;Yliy)]}

p = population correlation coef ficient

N = population size

X; = the ith element of the first population

Y; = the ith element of the second population

Wy = mean of the first population

Uy = mean of the second population

oy = the standard deviation of the first population
oy = the standard deviation of the second population

Sample Correlation Coefficient
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r = sample correlation coef ficient

n = sample size

x; = the ith element of the first sample
y; = the ith element of the second sample
X = mean of the first sample

Yy = mean of the second sample

s, = first sample's standard deviation
sy = second sample'sstandard deviation

Population Regression Line

Y = By + By X

Y = value of the dependent variable
By, = a constant



B, = regression coef ficient
X = value of the independent variable

Estimate of Population Regression Line

y=b0+b1x

y = predicted value of the dependent variable
b, = a constant

b, = regression coef ficient

x = value of the independent variable

Regression Coefficient
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b, = regression coef ficient

2 = summation

x; = the ith element of the first sample
y; = the ith element of the second sample
X = mean of the first sample

¥y = mean of the second sample

b1:

Constant in the Regression Equation

b=y — by xx

b, = constant

Yy = mean of sample y

b, = regression coef ficient
X = mean of sample x

Coefficient of Determination

R? = {(1) ZC =B * i - y)]}z

N Oy * 0y

R? = the coef ficient of determination
N = population size

X = mean of the first sample

¥y = mean of the second sample

X; = the ith element of the first sample



y; = the ith element of the second sample

Standard Deviation of Population X

Residual

Exponential Model

Quadratic Model

Reciprocal Model
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o= TN

o, = the standard deviation of the first sample
X = mean of sample x

N = population size

x; = the ith element of the first sample

e=y-y

e = residual

y = observed value
y = predicted value

log(y) = by + byx

log = logbase 10

y = dependent variable

b, = constant

b, = regression coef ficient
x = independent variable

\/;= b0+ b1X

y = dependent variable

b, = constant

b, = regression coef ficient
x = independent variable

1
;: b0+ blx

y = dependent variable



Logarithmic Model

Power Model

Standard Error

b, = constant
b, = regression coef ficient
x = independent variable

y = by + bilog(x)

log = logbase 10

y = dependent variable

b, = constant

b, = regression coef ficient
x = independent variable

log(y) = by + b;log(x)

log = logbase 10

y = dependent variable

b, = constant

b, = regression coef ficient
x = independent variable
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SE = standard error

Sp1 = standard deviation of bl

X = mean of sample x

y = predicted value

x; = the ith element of the first sample
y; = the ith element of the second sample

=2
SE
b, = regression coef ficient
SE = standard error



t = test statistic for t norms

Degrees of Freedom (Linear Regression)

DF=n-2

DF = degrees of freedom,
n = sample size



