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Abstract

While the increased use of Commercial Off-The-Shelf information technology 
equipment has presented opportunities for improved cost effectiveness and flexibility, 
the corresponding loss of control over the product’s development creates unique 
vulnerabilities and security concerns. Of particular interest is the possibility of a 
supply chain attack. A comprehensive model for the lifecycle of hardware and 
software products is proposed based on a survey of existing literature from academic, 
government, and industry sources. Seven major lifecycle stages are identified and 
defined: (1) Requirements, (2) Design, (3) Manufacturing for hardware and 
Development for software, (4) Testing, (5) Distribution, (6) Use and Maintenance, 
and (7) Disposal. The model is then applied to examine the risk of attacks at various 
stages of the lifecycle.
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1. INTRODUCTION

The supply chain security of Commercial Off-The-Shelf (COTS) products has been a well 
characterized goal towards greater security in information technology (IT) acquisitions. While 
the utilization of commercial hardware and software presents opportunities for significant 
improvements in efficiency and cost-effectiveness, COTS products also bring greater risk and 
less oversight than products created in-house. Of particular interest is the risk of a supply chain 
attack, where a malicious agent intervenes at a point along the product lifecycle, compromising 
equipment security before and throughout its operational deployment. The issue of supply chain 
attacks has garnered attention from a great number of organizations, producing studies of 
potential attack vectors and standards for corresponding countermeasures. However, a detailed 
characterization of the typical supply chains for hardware and software products is still 
noticeably absent from the literature. 

In this report, a model for the product development lifecycles of software and hardware COTS 
products is proposed based on an analysis of existing literature. Concepts drawn from a range of 
sources, including both academic literature and government regulations and standards, were used 
to paint a comprehensive picture of commonly used development lifecycles and methodologies. 
In total, seven important stages were identified and defined: (1) Requirements, (2) Design, (3) 
Manufacturing for hardware and Development for software, (4) Testing, (5) Distribution, (6) Use 
and Maintenance, and (7) Disposal.

Information gathered from case studies of products and the literature survey then informed a 
discussion of the risks inherent in each stage of our proposed model, considering the unique 
vulnerabilities facing hardware and software products. While the highest-risk portion of the 
lifecycle for hardware products is the Manufacturing stage, software products encounter the most 
risk in the Distribution and Development stages, especially when products utilize Web-based 
content distribution systems and draw heavily third-party source code and APIs.
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2.  LITERATURE SURVEY

In order to identify existing best practices, an extensive literature survey was conducted, which 
covered a variety of government, industry, and academic approaches to the product lifecycle. A 
semi-quantitative method was applied to identify the terminology commonly used in these 
examples. The most frequent terms were then employed as the framework for defining a unified 
lifecycle model for both software and hardware.

2.1 Methodology

A wide range of product development lifecycle models have been proposed by various groups 
and organizations. This research began by locating sources, searching for terms such as 
“lifecycle” or “acquisition process” in common research databases. From the initial inquiry, both 
academic and industry/government documentation were located. Then, in order to identify 
patterns, a reference table was constructed, placing the lifecycle stages identified by each paper 
or article in its own row.

After a sizeable amount of material had been collected, a custom, word frequency counting 
program identified which terms had been used the most often. Irrelevant words such as “and” 
and “of” were disregarded. To more easily examine patterns in the ordering of lifecycle stages, 
these relevant common terms were then highlighted in color in the original table.

2.2 Data and Analysis

In total, 120 different product lifecycle models were extracted from the 105 sources examined. 
The majority of references came from academic papers. Industry best practices such as 
Microsoft’s Security Development Lifecycle and ISO standards as well as government processes 
such as DOD and DHS acquisition procedures made up the remainder of sources reviewed. A 
full listing of the material used in our literature survey is presented in Appendix A: Literature 
Survey Data.

The fifteen most frequent relevant terms in the lifecycle models identified by our sources are 
listed below in descending order.

Table 1. Partial list of most frequent relevant terms in descending order
Rank Term Occurrences Percentage of Sources Using this Term
1 design 86 72.3%
2 manufacturing 44 37.0%
3 production 43 36.1%
4 development 36 30.3%
5 maintenance 33 27.7%
6 disposal 29 24.4%
7 use 25 21.0%
8 requirements 24 20.2%
9 planning 23 19.3%
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10 sales 23 19.3%
11 distribution 21 17.6%
12 concept 20 16.8%
13 recycling 19 16.0%
14 support 19 16.0%
15 testing 19 16.0%

The process of selecting the elements for our product lifecycle was largely empirically driven, by 
considering the frequency of a term’s appearance in the literature survey data. After trivial words 
like "and" and "product" were removed from the table, the remaining terms were compared to 
each other in order to determine whether any were synonymous. 
 
Further analysis showed that some terms were being used in similar contexts and with similar 
meanings. For instance, “manufacturing” and “production” both describe the transformation of 
raw materials into a physical product. While both terms are used in a large percentage of sources, 
only one is necessary to convey the fabrication and assembly process. In addition, synonyms 
appear to be mutually exclusive—no source used both terms as separate steps in a product’s 
lifecycle (i.e. some sources use the term “manufacturing”, while others use “production”, but 
never both). By looking for these patterns, a number of equivalent pairings were discovered. If 
two terms were synonyms, identifying them as separate stages of the lifecycle would be 
misleading, so the term that appeared more frequently was chosen to represent both words. 
 
It became apparent that the software and hardware lifecycles differ in many respects. Some terms 
have distinct definitions when used in the context of hardware development as compared to 
software development. For instance, the term “development” is more closely associated with 
“design” under a hardware context, but in the context of software, “development” takes on the 
role of “manufacturing." As a result, the term “manufacturing” is replaced with “development” 
in the software lifecycle. There are a number of other minor distinctions between the hardware 
and software lifecycles, largely related to the intangibility of software products. Ultimately, 
separate software and hardware lifecycle models were created to better capture these differences.

The lifecycle steps were selected to represent distinct periods in time. Notice that the terms "use" 
and "maintenance" are merged into one phase. This is a conscious choice to reflect the fact that 
both actions occur within the same time frame, since maintenance is performed at various points 
throughout the use of a product. 
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3. PRODUCT LIFECYCLE MODEL

Drawing from literature survey, the seven stages of the product lifecycle model emerged, with 
slightly different definitions for software and hardware products. Recall, these stages are: (1) 
Requirements, (2) Design, (3) Manufacturing for hardware and Development for software, (4) 
Testing, (5) Distribution, (6) Use and Maintenance, and (7) Disposal.

Most of our definitions for lifecycle stages draw upon the language of ISO/IEC standards 15288 
and 12207, which define life cycle processes for hardware (which ISO refers to as “systems”) 
and software, respectively. These standards describe typical processes and actions that may be 
taken over the course of a product’s lifecycle, but do not prescribe a definite ordering or 
methodology to be followed (International Organization for Standardization 2008). ISO 
standards present well-vetted definitions that are representative of a wide range of industries. For 
these reasons, they were used as a reference point for developing our descriptions.

Figure 1. Product Lifecycle Model

3.1 Requirements

3.1.1 Definition
The Requirements stage is defined as the determination of demand and specifications for the 
product under development. This definition is common to both hardware and software lifecycles.
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3.1.2 Explanation
The Requirements stage is the initiation of the product lifecycle, where the need for a new 
product is first recognized and general specifications are defined. Specifications may include 
technical requirements, guidelines on manufacturing or testing procedures, and a variety of other 
conditions and constraints.

Generally, the Requirements phase is dictated by market demand for a product. For government 
acquisitions, product specifications are derived from the needs of the acquiring department or 
agency, culminating in a formal Solicitation for Offers, Request for Proposal, or another 
requirements document. As an example, the corresponding stage in the Defense Acquisition 
System is the Material Solution Analysis Phase, where acquisition officers “conduct the analysis 
and other activities needed to choose the concept for the product that will be acquired, to begin 
translating validated capability gaps into system-specific requirements” (Department of Defense 
2015). 

For commercial products, the Requirements stage usually involves internal discussions and 
market research to determine the existence and scope of demand. Rather than looking to satisfy 
their internal needs from the development of a new product, commercial companies look to 
satisfy the needs and desires of their customer base. Most have research groups dedicated to 
proposing new product ideas and identifying potential improvements in existing technology. The 
Requirements stage also includes the translation of concepts into more concrete specifications for 
goods. While the level of rigor in drafting requirements varies from company to company, some 
form of documentation listing specifications and goals is typically an output of this phase of the 
lifecycle.

3.1.3 References
 ISO/IEC 15288: “6.4.1 Stakeholder Requirements Definition Process… The purpose of 

the Stakeholder Requirements Definition Process is to define the requirements for a 
system that can provide the services needed by users and other stakeholders in a defined 
environment” (International Organization for Standardization 2008).

 United States Coast Guard Major Systems Acquisition Manual: “The Project 
Identification Phase… is a pre-acquisition phase conducted by the Coast Guard that 
provides a foundation for the identification of capability gaps. The Project Identification 
Phase may also begin as the result of a Congressional mandate, need for technology 
refreshment, or new technology development that provides a new capability or significant 
improvement in mission performance” (Acquisition Directorate of the U.S. Coast Guard 
2015).

3.2 Design

3.2.1 Definition
For both hardware and software lifecycles, design entails creating a concrete course of action for 
meeting the specifications that result from the Requirements stage. In the case of hardware, 
design also involves functional prototyping.
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3.2.2 Explanation
Starting from the abstract set of requirements created in the previous lifecycle step, designers and 
engineers flesh out the details of the product’s components, functionality, and structure. The 
Requirements stage specifies what the product must do, whereas the Design stage determines 
how the product will to fulfill the specifications of what the product must do. The Design phase 
might not be performed by the same firm that establishes the requirements or even the firm that 
will eventually sell the product. Companies specializing in design may be contracted to perform 
design work (e.g. Sandia). In addition, designs from third party sources may be incorporated into 
the product. For instance, software may draw on industry standard protocols and algorithms, and 
hardware might use prebuilt systems or standardized connectors and form factors. To obtain 
these external designs, patent licenses and other intellectual property agreements may be needed.

3.2.3 References
 ISO 12207 6.4.3.3 “A top-level architecture of the system shall be established. The 

architecture shall identify items of hardware, software, and manual operations. It shall be 
ensured that all the system requirements are allocated among the items. Hardware 
configuration items, software configuration items, and manual operations shall be 
subsequently identified from these items” (International Organization for Standardization 
2008).

 Zhang, et al. “3.2 Conceptual Design… To transform CRs [customer requirements] 
specifications to a systematic product developing specification.” (Zhang and Fan 2006)

3.3 Manufacture/Development

This stage of the product lifecycle differs greatly both in terminology and in definition for 
hardware and software products. For this reason, completely separate stages for the hardware and 
software lifecycles were defined. 

3.3.1 Manufacture (Hardware Products)

3.3.1.1 Definition
Manufacturing involves the production and realization of the specified design and prototypes.

3.3.1.2 Explanation
In this stage, final product units intended for delivery to the customer or acquiring agency are 
fabricated and assembled. For hardware products, manufacturing will likely involve a large 
network of suppliers to provide subsystems or components. In many cases, manufacturing is 
performed by companies subcontracted by the product's original designer.

3.3.1.3 References
 DOD Instruction 5000.02: “Production and Deployment (P&D) Phase… The purpose of 

the P&D Phase is to produce and deliver requirements-compliant products to receiving 
military organizations… In this phase, the product is produced and fielded for use by 
operational units” (Department of Defense 2015).
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 SAND2015-3667C “Fabrication, including assembly, of systems can be a complex 
operation with many components and subassemblies coming together to create the final 
product” (McCrory, Kao and Blair 2015).

3.3.2 Development (Software Products)

3.3.2.1 Definition
Development is the process of coding to produce executable software units that realize the 
intended design.

3.3.2.2 Explanation
The source code for the software product is produced by teams of software developers. Libraries, 
APIs, and software components from other sources may also be incorporated as needed. If 
required, the final code is compiled into binaries for delivery to the customer.

3.3.2.3 References
 ISO 12207 7.1.5.1 “The purpose of the Software Construction Process is to produce 

executable software units that properly reflect the software design” (International 
Organization for Standardization 2008).

 SAFECode Best Practices: “Programming… This phase is where programmers translate 
the design and specification into actual code. Effective coding requires implementers to 
enforce consistent coding practices and standards throughout all aspects of producing the 
application” (Software Assurance Forum for Excellence in Code 2008).

3.4 Testing

3.4.1 Definition
Testing is the systematic assessment of the product to ensure its functionality and performance. 
Testing may also occur in conjunction with other stages of the lifecycle.

3.4.2 Explanation
The rigor of testing may vary greatly, ranging from in-depth examination by dedicated personnel 
using specialized tools for analysis to ad hoc testing for the sake of debugging and basic 
validation. Assessment mechanisms such as diagnostic equipment or evaluation software may be 
acquired from third-party suppliers. Due to the continuous nature of testing, this phase often 
occurs at multiple points in the product lifecycle.

3.4.3 References
 MITRE Systems Engineering Guide “Test & Evaluation (T&E) is the process by which a 

system or components are compared against requirements and specifications through 
testing. The results are evaluated to assess progress of design, performance, 
supportability, etc.” (The MITRE Corporation 2013).

 FFIEC IT Development and Acquisition Handbook: “The Testing phase requires 
organizations to complete various tests to ensure the accuracy of programmed code, the 
inclusion of expected functionality, and the interoperability of applications and other 
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network components. Thorough testing is critical to ensuring systems meet organizational 
and end-user requirements” (Federal Financial Institutions Examination Council 2004).

3.5 Distribution

3.5.1 Definition
For hardware, distribution is the packaging, warehousing, and delivery of the product. For 
software, distribution is defined as the storage and delivery of the product through physical 
and/or nonphysical means. As with testing, distribution may also occur within other stages of the 
lifecycle whenever the product or its components are in transit. For instance, there could be a 
distribution process involved in the maintenance or disposal of a product.

3.5.2 Explanation
Various intermediaries may be involved in the distribution of the completed product. For 
hardware products or software distributed on physical media, this may include shipping 
companies or courier services. Depending on the distance and geography involved, air, sea, or 
land transport may be required. Physical goods may be stored in warehouses and distribution 
centers while awaiting transport. Software can also be transmitted over the Internet, possibly 
using third-party web hosting services or content distribution systems.

3.5.3 References
 Chou et al. "In an SW[software]-focused supply chain, because of the nature of SW, SW 

components can be distributed by nonphysical means, via the electronic platform." (Chou 
and Ruchika 2006)

 Axelrod. “Physical products must be transported via land, sea and/or air depending on 
size, weight, toxicity and flammability, for example.” (Axelrod 2013)

3.6 Use and Maintenance

3.6.1 Definition
This stage details two simultaneous activities, relevant to both software and hardware products. 
Use involves the operation of the product for its intended function. Maintenance encompasses 
sustaining and improving the capability of the product.

3.6.2 Explanation
Use of the product depends on the acquiring agency’s needs and policies. The product may need 
to be configured and connected to other devices as part of its normal use. 

Maintenance can be further separated into two categories, corrective maintenance and 
enhancement maintenance. Corrective maintenance aims to remedy problems and vulnerabilities 
discovered after the product’s delivery. Enhancement maintenance adapts the product to changes 
in the customer’s needs or provides additional functionality.

3.6.3 References
 NIST SP 800-64 “2.3.4 Operations and Maintenance… In this phase, systems are in place 

and operating, enhancements and/or modifications to the system are developed and 
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tested, and hardware and/or software is added or replaced” (Grance, Hash and Stevens 
2003).

 House Systems Development Life-Cycle (SDLC) “Sustainment (2-11)” “Conduct 
maintenance and service activity to keep the system operational. This includes response 
to system failures and notification to users through the system alert process. Activity also 
includes proactive and preventive actions that help keep the system from failing” (U.S. 
House of Representatives 1999).

3.7 Disposal

3.7.1 Definition
Disposal covers the final decommissioning and removal of a product at the end of its life. For 
hardware, disposal involves disassembly for reuse, recycling, or destruction. For software, 
disposal includes uninstalling, deleting, or otherwise discontinuing the use of the product. 

3.7.2 Explanation
The process of disposal also covers migration to replacement systems, if appropriate. Data on the 
old system may need to be removed or transferred. 

3.7.3 References
 DOD Instruction 5000.02 “Disposal. At the end of its useful life, a system will be 

demilitarized and disposed of in accordance with all legal and regulatory requirements 
and policy relating to safety (including explosives safety), security, and the environment” 
(Department of Defense 2015)

 NIST SP 800-64 “2.3.5 Disposition… the final phase in the SDLC, provides for disposal 
and contract closeout of the system or contract in place” (Grance, Hash and Stevens 
2003).
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4. LIFECYCLE RISK

At every stage, there can potentially be multiple suppliers involved, with varying levels of 
oversight. In this section, potential attack vectors and adversaries associated with each phase of 
the product lifecycle are identified. Particularly noteworthy is a report recently released by the 
Office of the Deputy Assistant Secretary of Defense for Research and Engineering cataloging 
various supply chain attacks and mapping them to the defense acquisition lifecycle (Reed, Miller 
and Popick 2014). This paper demonstrates that some phases are riskier than others and that 
hardware and software products have unique risk profiles. Using the product lifecycle model 
identified previously, as well as building upon Reed, Miller, and Popick's findings and other 
pieces of literature, this report more closely examines the risks encountered by software and 
hardware products moving through the supply chain.

After analysis, it was determined that the Manufacturing stage holds the largest risk for 
hardware, while the largest risk for software is distributed across both the Development and 
Distribution phases. In the case of hardware, the Manufacturing step contains the most complex 
portion of the supply chain, relying on the aggregation of many different components and 
processes from individual actors. For software, online distribution presents increased risk of 
interception and forgery, more so than physical distribution. In terms of software development, 
the introduction of third-party applications and source code introduces a much higher amount of 
additional risk as opposed to code originating entirely in-house.

Sections 4.1 and 4.2 outline the risks that can be encountered along each phase of the lifecycle 
for both software and hardware.

4.1 Software Lifecycle Risk

4.1.1 Requirements

The Requirements phase generally presents a low risk to the supply chain since any malicious 
actions taken at this point in the lifecycle need corresponding actions in subsequent stages in 
order to be realized. For government agencies, requirements are typically specified by the 
acquiring organization. Thus it can be assumed that the agency has no intent to harm itself and 
therefore the product encounters little risk at this point. In COTS products, requirements are 
general guidelines outlining the direction of software design without much specific technical 
detail. As a result, only a limited number of attacks can be implemented at this stage, and 
oversight at other points in the lifecycle will likely prevent the attacks from succeeding.

4.1.2 Design

The goal of a secure design is to create a system that ensures the necessary authentication, 
authorization, confidentiality, data integrity, and availability laid out by the product requirements 
(IEEE Cybersecurity Initiative 2014). If software is not designed in accordance with basic 
security principles, or the designer is unaware of potential security hazards associated with the 
technology and architecture they propose to the development team, vulnerabilities may be 
inadvertently introduced into the planning process.
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At the Design level, an exploit may result from either the intentional or unintentional decision to 
implement an unsuitable algorithm, data structure, or technique. For example, certain memory 
leakage vulnerabilities are specific to languages without garbage collection, and method 
complexity issues in software can allow an attacker to trigger worst-case behaviors that result in 
denial of service. For various programming languages (including Javascript, Python, and Ruby), 
interpreters may leak hash table address information to optimize object tracking. “Some hash 
table implementations directly store the address information in the table, while others permit 
inference of address information through repeated table scanning (Lee, Jang and Wang 2014). 
Plaintext communication, insecure state handling, and non-robust data validation are other 
design choices that affect the end security of the product. These are all flaws that are inherent in 
the poor design of the product, regardless of its actual performance. Designers must take security 
risks like these into account when weighing options because their decisions will either generate 
problems in later stages of the product lifecycle or help to guard against them.

Besides choice of technology, mistakes in the general design of a software application can also 
lead to major vulnerabilities. For instance, the 2013 Target data breach was a recent, real-world 
example of a design flaw leading to a hack. Its “environment was ‘crunchy on the outside and 
chewy in the middle.’ As a result, it was ‘easy to get to…where all the data was stored’ once the 
attackers had compromised the point-of-sale system” (Higgins 2014). The Target design placed 
the majority of its defenses on the perimeter, meaning that a hacker could access large amounts 
of sensitive information once inside the outermost security layer. Reducing the opportunities for 
attackers to exploit a potential weak spot requires thorough analysis of the overall attack surface, 
including the disabling or restricting of access to system services, application of the principle of 
least privilege, and employment of layered defenses wherever possible (Microsoft, Inc. 2015).

4.1.3 Development

The Development phase is when the source code for the entire application is written. Designing 
for security in software is futile unless the developer follows through and incorporates the 
necessary controls. Inadvertent or malicious insertion of vulnerabilities, or a failure to implement 
standard secure programming concepts is fairly common. The industry average for bugs per 
thousand lines of code is 1 - 25 (McConnell 2004), and most software contains hundreds of 
thousands, if not millions, of lines of code (McCandless 2014).

While back-door insertion is certainly possible with in-house development, more worrisome is 
the existence of undiscovered, exploitable vulnerabilities in third party libraries, APIs, and 
source code. The extension of security checks to include external software components as well as 
the publishing of a whitelist of tools determined to be safe would greatly reduce potential 
security bugs (Microsoft, Inc. 2015). Unfortunately, third-party software developers often do not 
have the budget or the resources to implement thorough quality assurance and consistent patch 
release cycles (Magalhaes and Magalhaes 2014). The Study of Software Related Cybersecurity 
Risk in Public Companies reported that out of those surveyed, 80% of respondents currently use 
commercial software. Less than one in five, however, have performed any formal assessment of 
their third-party applications. Veracode’s State of Software Security report indicates that 30 - 
70% of applications initially thought of as internally developed were actually comprised of third-
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party components (Veracode 2015). The fact that enterprises are often unaware of non-internal 
source code interacting with their own software makes the risk extremely high that multiple 
security flaws arise as a result of third-party vulnerabilities.

4.1.4 Testing

Once the Development stage is completed, software is tested for functionality and performance 
to ensure the application runs as expected. The Testing phase is intended to reveal vulnerabilities 
in software code that were not recognized during implementation. At a bare minimum, 
companies usually check for common software vulnerabilities such as buffer overflow or code 
injection flaws, and test the software’s reaction to random or malformed input formats (fuzz 
testing). Risk increases, however, when the evaluation process provides insufficient coverage of 
the program’s attack surface.

 Automated testing tools finish orders of magnitude more quickly than manual testing and screen 
for a breadth of common, low-hanging fruit technical flaws. Automation, nevertheless, includes a 
higher percentage of false positives and cannot uncover errors in logic or design (Kesäniemi and 
Oy 2009). Companies using exclusively automated testing or manual testing will more than 
likely miss a large portion of potential vulnerabilities. There is also the possibility that testing 
tools or employees will insert exploitable code into software functions and mark that section as 
verified. However, when testing is outsourced to third-party assessors, it is unlikely that they will 
be able to insert malicious code into the product or otherwise compromise the system given their 
level of influence. The company normally sends them a copy of the software and takes only their 
verbal or written feedback in return. Despite this, a hacker has the opportunity to overlook 
vulnerabilities he or she finds with the intent to exploit the function or interface at a later date.

4.1.5 Distribution

Some software firms such as Juniper Networks distribute physical media to customers in the 
form of CDs. Many companies, however, are purely digital, and provide downloadable versions 
of their product as well as updates through their website.

For distribution via physical media, the risk lies in interception of the product. Once in the hands 
of the attacker, it can be modified and en route to the customer with very little time delay. 
Although shipping providers and distribution outlets often have security solutions in place, 
including tamper-proof packaging and online monitoring, an attack may still be able to bypass 
these restrictions.

When the internet is the means of distribution, risk is higher than with physical transfer and 
consists of server-to-client payload disruption or spoofing. Malicious sites masquerading as 
authentic software distributers present a facet of this digital distribution risk. Even if the software 
itself does not contain malware, it can infect user PCs during the download process. In a study by 
the International Data Corporation, tracking cookies and spyware were encountered 78% of the 
time when downloading software from non-company websites and those with peer-to-peer 
sharing. Trojans and other malicious adware were identified 36% of the time. On the physical 
media front, Trojans and malicious adware were found 20% of the time (Gantz, et al. 2013). 
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Malware infection from illegitimate software distributors constitutes a significant risk linked to 
the Distribution phase.

4.1.6 Use and Maintenance

During the use of a software product, system configuration and misalignment issues present a 
problem that exposes unforeseen security vulnerabilities. Server configurations, for example, 
play a key role in the security of software and improper server configuration management can 
lead to a variety of exposures (Tracy, et al. 2007). Default passwords that remain unchanged 
after installation, unnecessary services enabled, misconfigured encryption settings, etc. supply 
hackers with a foothold and most likely more capability to carry out an attack.

The security of stored data is another area of concern associated with the use of software. It 
involves preventing unauthorized people from accessing sensitive information as well as 
avoiding accidental or intentional destruction, infection or corruption of information. Regardless 
of the software company’s product testing caliber, Personal Identifiable Information (PII) or 
limited release data may be exposed to attackers if the storage entity contains flaws in its own 
code or quality assurance evaluations.

Maintenance risks include spoofed software updates as well as third-party maintenance 
providers, legitimate or otherwise. As with the fraudulent distribution of software, both can allow 
viruses, Trojan horses, keystroke-logging software, authentication backdoors, and spyware into a 
system.

4.1.7 Disposal

Software caches data on a large variety of storage media, ranging from high-speed internal hard 
drives to optical storage on CDs and DVDs (Adroit Data Recovery Centre Pte Ltd. 2010). Risk 
in the Disposal stage stems from leftover sensitive information after uninstallation or deletion of 
software. To prevent attackers from accessing critical material, the data must be rendered 
unreadable after the product is no longer needed. “Normal ‘erasing’ of files does not remove data 
from a storage device, it just tells the computer that the old data sectors are now available to be 
overwritten” (Yale IT Services 2015). In most cases “erasing” simply changes the indexing of a 
file, and even if file space is subsequently filled with new data, there are sophisticated scanning 
methods that can be used to recover data previously stored in those locations (Gutmann 1996). 
Magnetic media should be demagnetized or overwritten while only physical destruction will do 
for optical media, and purely digital software should undergo a complete, formal data erasure 
process.

4.2 Hardware Lifecycle Risk

4.2.1 Requirements

As with software, the Requirements stage presents very little risk due to lack of intent. In the 
case of an acquisition, the acquiring agency has no intent to harm itself. While a malicious actor 
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may add requirements to force a product to include malicious functionality, this is unlikely to be 
documented or otherwise made visible until later stages.

4.2.2 Design

Although design frequently happens in-house for hardware products, designs frequently 
incorporate components from outside sources. For instance, a product may include prebuilt 
subsystems designed by a supplier. Also, outside sources may be used to assist in the design 
process. A company may license designs from another source or directly contract other 
companies to complete portions of the product design. Anytime an external source becomes 
involved, there is an increased risk in terms of threat. 

For hardware products, attacks during the Design stage usually revolve around malicious 
modification of the product design. Simple attacks, such as making slight adjustments to 
parameters or component selection, may have consequences such as lower reliability or shorter 
useful lifespan. More sophisticated actions may involve the insertion of malicious circuits that 
enable backdoors, kill switches, or other much more severe attacks. These attacks would 
naturally have a much higher consequence, but also be much more difficult to execute without 
detection. Because designs usually undergo multiple stages of review, more sophisticated 
modifications will usually be easier to identify.

The feasibility of adding “Hardware Trojans” to integrated circuits has been demonstrated and 
widely developed in academic literature (Chakraborty, Narasimhan and Bhunia 2009). 
Furthermore, news sources have reported on multiple suspected instances of “kill switches” 
embedded in military hardware (Adee 2008). 

4.2.3 Manufacture

Manufacture is usually the most complex part of the hardware lifecycle, involving the highest 
number of actors and processes. As a result, the risk of a supply chain attack is highest at this 
crucial point in the supply chain. The Office of the Deputy Assistant Secretary of Defense for 
Systems Engineering created a report that outlined possible attack vectors throughout a product’s 
lifecycle, and found that the “Engineering and Manufacturing Development (EMD) phase is 
susceptible to the greatest number of attacks,” with over two-thirds of all attacks applying to this 
stage (Reed, Miller and Popick 2014). 

As with design, malicious insertion and modification are the most likely supply chain attacks in 
the Manufacturing stage. Components can be swapped for less reliable counterfeits or specially 
crafted look-alikes with hidden malicious payloads. Switching out a component in an automated 
production line requires much less skill and subtlety than changing a manually curated design or 
testing process. 

The large number of suppliers involved in manufacturing supply chains increases the potential 
attack surface during the Manufacturing stage. In the iPhone case study, Apple identified 759 
different suppliers and subcontractors involved in the manufacturing of its products, many in 
foreign countries (Apple Inc. 2015). Any one of those suppliers could intentionally or 
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accidentally compromise a component of the product, rendering the final output corrupt. In the 
absence of rigorous oversight, manufacturing presents many opportunities for adversaries to 
tamper with the product.

4.2.4 Testing

The Testing phase mainly exists to reduce the risk introduced in prior stages of the lifecycle. The 
majority of risk inherent in the testing process lies in vulnerabilities in testing procedures as 
implemented by producers. In addition, third parties involved in the testing process introduce 
additional attack vectors. Malicious actors may attempt to interfere with the testing process, but 
these attacks do not present a major risk.

As documented in academic literature, testing can aid detection of supply chain attacks 
performed during the Design and Manufacturing phases. Some basic attacks such as blatant 
counterfeiting can be caught through normal quality assurance testing. However, testing for 
malicious modifications often requires disassembly, which is both impractical and expensive 
when performed on a large scale (Chakraborty, Narasimhan and Bhunia 2009). Attacks on 
individual electronic components are particularly hard to detect, with a Defense Science Board 
Task Force report concluding that “electrical testing and reverse engineering cannot be relied 
upon to detect undesired alterations in military integrated circuits” (Defense Science Board 
2005). 

A particularly determined and advanced adversary would likely be able to craft attacks that 
circumvent normal testing procedures, and intense comprehensive testing would be impractical 
to implement. As a result, vulnerabilities in the Testing stage are difficult to eliminate, and 
controlling threats in earlier stages would be a more realistic way of managing the risk of 
malicious insertions.

There are a couple of specific attacks that may be perpetrated in the Testing stage. Products (both 
hardware and software) may be sent to an external organization for verification, providing 
another entry point for adversaries. Testing often requires the use of specialized test equipment 
or tools, which may be tampered with by a malicious actor. For instance, an automated test may 
be reprogramed to allow defective products to pass quality assurance testing, decreasing the 
overall reliability of the product. These attacks present relatively little risk, since they are 
difficult to perform. Furthermore, the type of testing can limit the scope of a successful attack. 
Notably, if only a random sample of products is tested, then only the small number of products 
that were selected would be vulnerable to malicious activity.

4.2.5 Distribution

While the Distribution stage presents a number of different threats and possible attacks on 
hardware products, effective countermeasures exist and are widely implemented.

During transit, the product is generally outside the control of both the manufacturer and the 
customer, providing opportunities for malicious actors to access and tamper with the product. 
However, numerous programs already exist to provide security during shipping of products. For 
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instance, US Customs and Border Protection manage the Customs-Trade Partnership Against 
Terrorism (C-TPAT), which works with companies to improve security during transit of goods. 
Certified “C-TPAT Partners” must agree to “protect the supply chain, identify security gaps, and 
implement specific security measures and best practices” (U.S. Customs and Border Protection 
2015). While primarily aimed at preventing terrorism, the security measures implemented as part 
of C-TPAT also limit access by other malicious actors and enhance the overall supply chain 
security of the product. Similar programs exist around the world, and most shipping companies 
implement their own security measures.

4.2.6 Use and Maintenance

During the operation and normal use of the product, adversaries will attempt to stage attacks on 
the product’s vulnerabilities. Risks during this stage have been well studied and categorized. 
Methodologies such as the NIST Risk Management Framework can be used to evaluate security 
concerns during this stage. From a supply chain standpoint, configuration management presents 
the most relevant area of concern in the Use stage. An improperly configured product may have 
weaker security, which presents additional vulnerabilities. Weak operational practices may also 
increase the product’s vulnerability, such as leaving it in an insecure environment, poorly 
protecting passwords, and not taking proper care of the product.

Most of the risk during the Maintenance stage concerns the involvement of third parties. 
According to NIST SP800-161, “With many maintenance contracts, information on mission, 
organization, and system-specific objectives and requirements is shared between the organization 
and its system integrators, suppliers, or external service providers, allowing for vulnerabilities 
and opportunities for attack” (Boyens, et al. 2015).

In general, the original supplier will provide corrective maintenance in some form, such as 
vulnerability notices or updates. The supplier’s diligence in providing updates and the acquiring 
agency’s procedures for applying updates will affect the risk of a subsequent attack. In addition, 
replacement parts may be necessary to maintain hardware products. The sourcing of these parts 
presents additional attack vectors, especially if parts are not available from the original 
manufacturer. If the product is sent to a third party maintainer or technicians are brought onsite, 
maintenance may pose additional risks involving the trustworthiness of these parties.

The location of maintenance affects the vulnerability of the product. For instance, this research 
indicates that using a third party maintainer is less secure than using maintenance services from 
the product’s original producer; both are less secure than performing maintenance in-house. 
NIST SP 800-161 explicitly provides additional guidance for managing risk associated with 
“Nonlocal Maintenance” and “Maintenance Tools” associated with external maintainers 
(Boyens, et al. 2015).The way maintenance is performed can be just as large a risk as the need 
for maintenance. 

4.2.7 Disposal

The primary risk of disposal involves the protection of sensitive data. If the product was involved 
in storing or passing data, memory may retain information even after the device is 
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decommissioned. Adversaries may attempt to use forensic tools to recover information from 
erased media. Agencies must ensure memory devices are properly erased prior to sending 
products to recyclers to prevent loss of confidentiality. DOD procedures recommend that 
“Military electronics shall be shredded or crushed, preferably to the point of pulverization” 
(Department of Defense 2011). Ensuring such procedures are in place would effectively mitigate 
risk when disposing of a hardware product.

The location of disposal can also greatly affect the security of the product during its end of life. 
The less access outside parties have to information about or pertaining to the product, the less 
vulnerable a product is to theft and data loss. For this reason, companies must have proper 
methods of disposal, preferably done in-house rather than by the manufacturer or a third party. 

4.3 Product Lifecycle Risk Quantification

From the conclusions of sections 4.1 and 4.2, it becomes clear that the risk is not evenly spread 
throughout the product lifecycle. Not only do hardware and software products have differences 
in the lifecycle stages involved, but some of these stages contain more risk than do others. Below 
are tables for software and hardware, quantifying the approximate values of risk according to 
each stage of the lifecycle. 

Software Risk Weighting

Req.
.05

Design
.15

Development
.20

Testing
.10

Distribution
.25

Use/Maint.
.15

Disposal
.10

Figure 2. Software Risk at Each Lifecycle Phase

As discussed in section 4.1, the phase of the software product lifecycle most vulnerable to attack 
and malicious activity is Distribution, closely followed by the Development phase. Requirements 
has extremely low (if any) risk, while the remaining stages are somewhere in the middle. 

Hardware Risk Weighting
Req.
.05

Design
.10

Manufacturing
.30

Testing
.10

Dist.
.10

Use/Maintenance
.20

Disposal
.15

Figure 3. Hardware Risk at Each Lifecycle Phase

Even though hardware and software have the same general stages, the amount of risk involved at 
each stage is significantly different. Manufacturing and Use/Maintenance are the largest stages 
of risk, with all others less important. 

Evaluating the risk at each stage in the product lifecycle is necessary to understand what an 
acquiring agency should consider when performing a risk assessment of a product they are 
looking to purchase. The weight they place on each lifecycle stage should be determined by the 
amount of risk inherent in that phase. 
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5. APPLICATIONS TO GOVERNMENT ACQUISITIONS

After considering the dangers and vulnerabilities of a product over all stages of its life, it is 
important to recognize the value of analyzing and quantifying lifecycle risk in the government 
acquisition process. This report highlights the importance of a thorough understanding of 
opportunities for exploitation, inherent not just during the manufacturing or design phases, but 
also continuing all the way up until the end of a product's life. An acquiring agency would be 
remiss if it selected a product that may appear secure at the time of purchase, but actually 
contains vulnerabilities that appear in later lifecycle stages.

Following safe operational practices, such as those outlined in the NIST Risk Management 
Framework (SP800-53), is certainly a necessary step to reduce vulnerable processes over the 
course of the product lifecycle. However, even with these standards in place, there may be large 
exposures still unaccounted for. This report provides numerous examples of risks, many of 
which are not inherently covered by common operational guidelines and all of which should 
ideally be considered before the purchase and acquisition of a product.
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GLOSSARY

Design  For both hardware and software 
lifecycles, design entails creating a 
concrete course of action for meeting the 
specifications that result from the 
Requirements stage. In the case of 
hardware, design also involves functional 
prototyping.

Development  The process of coding to 
produce executable software units that 
realize the intended design.

Disposal  The final decommissioning and 
removal of a product at the end of its life. 
For hardware, disposal involves 
disassembly for reuse, recycling, or 
destruction. For software, disposal 
includes uninstalling, deleting, or 
otherwise discontinuing the use of the 
product. 

Distribution  For hardware, distribution is 
the packaging, warehousing, and delivery 
of the product. For software, distribution 
is defined as the storage and delivery of 
the product through physical and/or 
nonphysical means. As with testing, 
distribution may also occur within other 
stages of the lifecycle whenever the 
product or its components are in transit. 

For instance, there could be a distribution 
process involved in the maintenance or 
disposal of a product.

Maintenance  The process of sustaining and 
improving the capability of the product.

Manufacturing  The production and 
realization of the specified design and 
prototypes.

Product Lifecycle  The series of phases that 
characterize a product’s development 
from conception to its end of life. 

Requirements  The determination of 
demand and specifications for the product 
under development. This definition is 
common to both hardware and software 
lifecycles.

Supply Chain  The network of processes 
involved in the evolution of a product 
over its lifecycle.

Testing  The systematic assessment of the 
product to ensure its functionality and 
performance. Testing may also occur in 
conjunction with other stages of the 
lifecycle.

Use  The operation of the product for its 
intended function.
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APPENDIX A: LITERATURE SURVEY DATA

The following table lists all of the sources that contain product lifecycle models. These models 
were compiled and analyzed according to the specific steps of the product lifecycle. After a 
consensus was formed as to the seven main steps of the product lifecycle, each source was 
labeled by the number of matching steps it contained. The “*” symbol refers to a commonality 
between the source’s product lifecycle term and one of the 
seven terms used in this paper. For example, the first 
source, Abramovici, uses a product lifecycle model that 
utilizes, among others, the Manufacture/Development 
stage, the Use/Maintenance stage, and the Disposal stage. 

The table begins on the next page. 
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