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Abstract. This article contributes to the conceptual and empirical distinction between (the assessment of) appraisals of teaching behavior
and (the assessment of) self-reported competence acquirement within academic course evaluation. The Bologna Process, the current
higher-education reform in Europe, emphasizes education aimed toward vocationally oriented competences and demands the certification
of acquired competences. Currently available evaluation questionnaires measure the students’ satisfaction with a lecturer’s behavior,
whereas the “Evaluation in Higher Education: Self-Assessed Competences” (HEsaCom) measures the students’ personal benefit in terms
of competences. In a sample of 1403 German students, we administered a scale of satisfaction with teaching behavior and the German
version of the HEsaCom at the same time. Using confirmatory factor analysis, the estimated correlations between the various scales of
self-rated competences and teaching behavior appraisals were moderate to strong, yet the constructs were shown to be empirically distinct.
We conclude that the self-rated gains in competences are distinct from satisfaction with course and instructor. In line with the higher
education reform, self-reported gains in competences are an important aspect of academic course evaluation, which should be taken into
account in the future and might be able to restructure the view of “quality of higher education.” The English version of the HEsaCom is
presented in the Appendix.
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Introduction
The Bologna Process, with its planned reform of higher
education throughout Europe, is a key element of higher
educational policy. In order to accomplish the demanded
comparability of degrees, their expected outcomes have to
be clarified in terms of mediated and taught knowledge and
competences (van der Wende, 2000). Various Bologna-re-
lated documents refer extensively to learning outcomes
(Brennan, 2001, p. 4; cp. also Adam, 2004).

The aim of higher education is the facilitation of person-
al development and employment opportunities by training
students in more competence-orientated ways. A full list of
these competences has been formulated in a “framework of
qualifications” (Bologna Working Group on Qualifications
Frameworks, 2005). In the future, programs of study will
be evaluated with respect to the competences a graduate is
skilled in.

In light of the above, the goal of the present contribution
is two-fold: (1) a theoretical and empirical distinction of
the lecturer’s behavior that is rather indirectly important for
learning outcomes, and self-reported acquisition of compe-
tences; the “ultimate” criterion demanded by the Bologna
Process, and (2), by showing that satisfaction with teaching
behavior and competence acquirements can be assessed in

a distinct way, we advocate a new understanding of quality
of higher education in terms of (outcome-oriented) compe-
tence acquisition rather than (process-oriented) satisfaction
with teaching behavior.

Currently Available Academic Course
Evaluation Questionnaires

Up to now, currently available evaluation questionnaires
that meet the criteria of classical test theory measure the
design of academic courses and students’ satisfaction with
teaching (Aleamoni & Spencer, 1973; Burdsal & Bardo,
1986; Heckert, Latier, Ringwald-Burton, & Drazen, 2006;
Marsh, 1984; Rindermann, 2001). Kolitch and Dean (1999)
criticize typical student evaluation instruments that focus
solely on teaching abilities; as a typical item shows: “The
teacher was well-prepared for class” (Westermann, Spies,
Heise, & Wollburg-Claar, 1998). So far, course evaluation
instruments tend to ask the students for their opinion about
the way a specific course was taught and their responses
can be characterized as “numerical representations of sat-
isfaction with teaching.”

Consequently the HEsaCom (Evaluation in Higher Edu-
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cation: Self-Assessment of Competences – in German:
“Berlin Evaluation Instrument for Self-Reported Student
Competences,” BEvaKomp) – has been developed (Braun,
Gusy, Leidner, & Hannover, 2008). In the following, we
will use the English name HEsaCom, although we actually
used the German version for data collection. It measures
the personal acquisition of competences from a specific
course as assessed by the students themselves. It is the stu-
dents’ benefits from the course that is important, rather than
how much they liked the lecturer. It is likely that both liking
the teacher and benefit are interrelated – but also different
from each other.

Using Self-Report Questionnaires

The purpose of course evaluation is to gain comparable
results for different kinds of courses. The measures have to
be applicable in different study programs as well as differ-
ent types of courses. The economy of the surveys has to be
extremely high, since many courses have to be evaluated
within a short time period. Consequently, almost all course
evaluations use self-report questionnaires. So does HEsa-
Com: Students are asked to rate the impact of each course
on their gain in competences, and these ratings – on an
aggregated level – are used to evaluate each course.

Certainly, there are deficits in using self-reports, as,
because of their potential biases, they do not allow any
inferences related to hard criteria the way standardized,
objective tests do (OECD, 1999). However, past research
has shown some substantial value for the use of student
ratings. Particularly in the case of the assessment of key
competences, which are often neglected and cannot be
measured by standardized writing tests such as the ones
developed to compare school children’s skills of main
subjects (OECD, 1999), Klieme,  Artelt, and Stanat
(2002) recommend self-reports.

Self-report measures of teaching behavior are often
distorted by the students’ liking for the lecturer, the
grades they earned (Greenwald, 1997; Rindermann,
2001; for a strong counter position: Marsh & Roche,
2000), and so on. This can lead to inaccurate course eval-
uations, and comparisons between courses will be in fa-
vor of courses that are more appreciated by the majority
of students (e.g., clinical psychology as compared to sta-
tistics). However, self-reported competence acquisition
is less likely to be correlated with such variables. Even
if we dislike the lecturer or our grades turn out to be
worse than we desire, self-reported gains in competences
are likely to be less distorted than self-reported course
satisfaction, as self-esteem and self-appraisals. They ob-
viously play a role when rating our own competences and
counteract such a bias as well as blunting instrumentali-
zation of the evaluation questionnaire to “take revenge”
on the lecturer.

Validity of Student Ratings

It has been discussed whether students are at all able to
judge the quality of an academic course (Greenwald &
Gillmore, 1998; L’Hommedieu, Menges, & Brinko, 1990;
Marsh & Roche, 1997; Roche & Marsh, 1998). Some au-
thors have argued that the validity of ratings is influenced
by the amount of students’ work or by the strength of the
lecturer (Greenwald & Gillmore, 1998). However, Marsh
and Roche (1997; Roche & Marsh, 1998) draw a more op-
timistic picture. Marsh and Roche (1997) state that the va-
lidity of students’ ratings is hard to prove since there are
no single criterion of effective learning. Furthermore, in
their opinion, the utility of multiple-choice tests to validate
course-evaluation instruments is limited; it would be more
appropriate to show an instrument’s construct validity us-
ing several indicators of successful learning. Marsh and
Roche (1997) explicitly mention the assessment of self-re-
ports of competences.

If studies exploring the validity of self-ratings of person-
ality characteristics are taken into account, empirical sup-
port for Marsh and Roche’s (1997) claims has been found.
Gosling, John, Craik, and Robins (1998), as well as Spain,
Eaton, and Funder (2000) showed that, although the accu-
racy of self-ratings depends on the person and context, self-
ratings of personality characteristics or behavioral disposi-
tions are correlated with alternative measurements of the
same constructs. Lucas and Baird (2006) conclude that er-
rors in self-report measures do not severely limit their va-
lidity. According to these findings we will regard self-rat-
ings as valid indicators of gains in competences.

Teaching Behavior vs. Acquisition of
Competences

The HEsaCom was developed on the hypothesis that the
construct self-reported acquisition of competences could
be sufficiently distinguished from that of appraisals of
teaching behavior, which currently available course-eval-
uation questionnaires are based on. If HEsaCom is, indeed,
a new instrument that measures the self-reported acquisi-
tion of competences, then it will have to (1) be sufficiently
delineated from other questionnaires and (2) selectively
measure self-reported gains in competences as distinct
from teaching behavior.

Teaching Behavior

In our study, the “Fragebogen zur Evaluation der Lehre”
(questionnaire for course evaluation) from Westermann et
al. (1998) served as a representative of the currently avail-
able instruments mentioned above. Westermann and col-
leagues explicitly measure the students’ satisfaction with
the instructor (Westermann et al., 1998, p. 135). The au-
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thors distinguish satisfaction with the instructor from both
the success and the quality of academic teaching (Wester-
mann, Heise, Spies, & Trautwein, 1996). Satisfaction with
studies is defined in analogy to Locke’s (1976) concept of
job satisfaction. Thus, general satisfaction with studies is
conceptualized as the individual’s attitudes toward a spe-
cific academic course. In line with this definition, Wester-
mann et al. (1996) developed a scale that measures the sat-
isfaction with an academic course and included this scale
in their subsequent questionnaire (Westermann et al.,
1998). All additional questions had been incorporated into
the questionnaire only when the correlation with the previ-
ously developed satisfaction scale was high enough (r > =
.30; Westermann et al., 1998, p. 146). The resulting ques-
tionnaire of satisfaction is strongly oriented toward the per-
sona of the instructor; many items contain appraisals of the
instructor with respect to his or her behavior.

Competences

HEsaCom claims to assess the personal acquisition of com-
petences by the students. Competence can be understood as
a complex arrangement of a human being’s skills that are
called into play in a variety of situations. In fact, competence
“carries the dual meaning that there is a track record of such
achievement (competent performance) and also that the indi-
vidual has the capability to perform well in the future. It refers
to good adaptation and not necessarily to superb achieve-
ment” (Coatsworth & Masten, 1998, p. 206). Weinert’s
(2001) definition is similar, and encompasses more than ex-
pert knowledge about a given field; systematic (e.g., prob-
lem-solving skills), personal (e.g., motivation), and social
(e.g., cooperation skills) aspects are of importance, too. Thus,

HEsaCom maps the students’ subjective reports of their ac-
quisition of six domains of competences (see below). A de-
tailed description of these competences can be found in
Braun, Soellner, and Hannover (2006).

At this point it should be obvious that the two instru-
ments – HEsaCom and Westermann et al.’s questionnaire
– are assessing conceptually distinguishable constructs.
However, it remains to be seen whether they are distin-
guishable empirically. This was tested by fitting structural
equation models for each self-reported gain in six compe-
tence domains, and modeling the interrelationship of the
given domain and satisfaction.

Materials and Methods

Participants

We evaluated 54 academic courses in 17 disciplines at nine
German institutions. Paper and pencil questionnaires were
mailed to the teachers, distributed by them to all students
in a class at the end of the semester but before the final
exams, and returned to us. We asked the lecturers to admin-
ister and collect the questionnaires during the lecture. Table
1 shows all institutions and participating disciplines, and
the number of questionnaires sent out, based on the teach-
ers’ estimates of how many students attend their courses.
In total, 1403 out of 2981 (47.06%) questionnaire copies
provided to the lecturers were returned. As we could not
obtain an exact number of the target population but only an
estimate based on the teachers’ estimates, it is unclear to
what extent the 52.94% of questionnaires that were not re-
turned reflect inaccurate teacher estimates or students who
refused to fill out or return their questionnaires.

Table 1. Sample of universities
University Discipline N questionnaires
Bergische Universität Wuppertal German language and literature studies 21
Fachhochschule Wiesbaden Business studies 55
Freie Universität Berlin Informatics 89

Mathematics 11
Philosophy and humanities 88
Physics 47
Political science 42
Social science 220
Economics 207

Humboldt Universität zu Berlin Philosophy and humanities 11
Technische Universität Darmstadt Informatics 14
Technische Universität Freiberg Business studies 18
Universität Hamburg Educational science 116

Social science 48
Economics 259

Universität Lüneburg Economics 107
Universität Rostock German language and literature studies 50
Total 1403
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772 (55%) of the participating students whose question-
naires were returned were female, 515 (37%) male, and 116
(8%) students did not choose any of the gender-categories.
As missing values were estimated by multiple imputation
techniques, no cases had to be deleted, thus, all 1403 cases
are included in subsequent analyses.

Scale-dependent subsamples. The scales for knowledge
processing, systematic, communication, and personal com-
petence were analyzed using all respondents (N = 1403),
whereas the scales for presentational and cooperation com-
petence were analyzed using specific subsamples that sole-
ly consist of those students who answered the screening
question positively (oral presentations: N = 524; worked in
groups: N = 676). Thus, we tested the distinction between
the self-rated acquisition of each domain of competence on
the one hand and academic course satisfaction on the other
hand, resulting in six model comparisons (see models in
Appendix 1).

Procedure

As a test of the hypothesized distinction of the constructs
self-reported acquisition of competences and appraisals of
academic course satisfaction, confirmatory factor analyses
(CFA) have been conducted via Mplus 3.13. The course
level was taken into account by specifying the course num-
ber as a cluster variable. Based on the comparison of dif-
ferent estimation techniques and the critical analysis of the
normality assumption by Fouladi (2000), maximum-likeli-
hood with robust standard error (MLR) was selected to es-
timate the model parameters in the CFAs.

In order to test whether the two different theoretical
conceptions (appraisals of satisfaction vs. self-reported
gains in competences) can also be empirically distin-
guished, two models were specified for each of the six
competence domains, resulting in 12 models altogether.
In both models of a given comparison, the construct of
the self-reported acquisition in a particular competence
domain (represented by its corresponding scale in HEsa-
Com) was correlated with the construct academic course
satisfaction (Westermann et al., 1996). The factor loading
of each item was a free model parameter, as well as the
corresponding variances and error terms, with one excep-
tion: A single loading for each factor was fixed to 1.0
(Jöreskog, 1993). The factor variances of the latent con-
structs were free parameters and the constructs were al-
lowed to covary, as expected theoretically. All models in
our study were congeneric measurement models because
neither factor loadings nor error variances were equal-
ized. According to the null hypothesis that self-reported
acquisition of competences and academic course satisfac-
tion are not empirically distinct, the correlation between
both constructs was fixed to 1.0 in the null model. In the
alternative model, the correlation was freely estimated,
according to the alternative hypothesis that self-reported
acquisition of competences and academic course satisfac-

tion are empirically distinguishable (for another example
of this method see Federico, Golec, & Dial, 2005; for a
methodological overview see van der Sluis, Dolan, &
Stoel, 2005). Both models were compared by a likeli-
hood-ratio (LR) test differing at one degree of freedom in
order to determine which, if any, model explained the
data significantly better. Since the χ² statistics are very
sensitive to sample size (Marsh, Balla, & McDonald,
1988), the fit of the more viable models was not only
evaluated on the basis of the χ² significance test, but also
on the basis of the ratio of χ², the degrees of freedom (df),
and so-called close-fit indices: CFI, RMSEA, and
SRMR. In addition to the examination of these global fit
indices, we also examined the adequacy of the parameter
estimates by means of factor loadings and error covari-
ances, as recommended by Jöreskog (1993).

Data Imputation

An extensive body of literature reports that missing values
are problematic and it is far better to use modern statistical
techniques to estimate those missing rather than using tra-
ditional listwise or pairwise deletion techniques (Schafer
& Graham, 2002). Therefore, the data were preprocessed
via the software package NORM 2.03 (Schafer, 1997) in
order to estimate values for the 9% of the data that had
missing values by means of multiple imputation (MI). To
this end, we conducted an expectation-maximization
(EM)-estimation, thereby obtaining proper starting values
for the subsequent MI run. In line with Schafer and Gra-
ham (2002) we imputed 10 data sets, using the tenth set
for the subsequent analyses. For each imputation cycle the
remaining questionnaire items were introduced as auxil-
iary variables (year of birth, gender, course number, and
course type). The use of these variables renders the as-
sumption of randomly missing values (missing at random:
MAR) more likely and lessens potential biases (Collins,
Schafer, & Kam, 2001; Enders & Peugh, 2004; Enders,
2006). The goodness-of-fit of the imputation was
confirmed by autocorrelations that were, for a lag of 50
in the time-series plot made available by NORM, close to
zero.

Evaluation in Higher Education: Self-Assessment
of Competences (HEsaCom)

The questions in HEsaCom and its competence domains
were derived from theoretical definitions. The English
questions are presented in the Appendix. HEsaCom (Braun
et al., 2008) contains 26 items, each belonging to one of
the following six competence scales:
1) knowledge processing (6 items, Cronbach’s α = .90)
2) systematic competence (3 items, Cronbach’s α = .83)
3) presentational competence (2 items, Cronbach’s α =

.84)
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4) communication competence (5 items, Cronbach’s α =
.92)

5) cooperation competence (5 items, Cronbach’s α = .87)
6) personal competence (5 items, Cronbach’s α = .85.)

Knowledge processing refers to students’ skills in apply-
ing their knowledge, and their skills in analyzing their
applications of what they have learned (Dochy & Alex-
ander, 1995; Bloom, 1956). Systematic competence con-
stitutes an individual’s skill in effectively planning his or
her work as well as the mastery of relevant techniques.
Presentational competence refers to students learning to
speak in front of others, and consequently improve their
oral presentation skills. Social competence is defined as
the achievement of a balance between the development
of positive outcomes for oneself and adherence to con-
text-specific expectations of others (Wentzel, 1999).
Some authors (Erpenbeck, 2003) differentiate social
competence in communication and cooperation compe-
tence. A cooperative-competent person is capable of
working with others effectively. Communication compe-
tence is describing the ability to verbally assert one’s own
opinion and to productively discuss it with others. In
comparison, presentation competence is a technique;
standing in front of a group and presenting facts in a com-
prehensible way. Personal competence refers to an indi-
vidual’s positive attitude toward learning and develop-
ment of the self. It shows similarity to the construct “in-
terest,” and is meant to be adaptable. Students will
develop a reflective and optimistic learning attitude in
consequence of attending a course. Therefore, it is not a
stable characteristic that already exists beforehand, but
the outcome of high quality education (Braun et al.,
2006).

It is known that not every course is aimed at the acqui-
sition of all competences and HEsaCom takes this into ac-
count by asking the students whether they gave oral pre-
sentations, for example. If so, and only then, are the stu-
dents asked the questions regarding presentation
competence. If they did not give oral presentations, it does
not make sense to evaluate the acquisition of presentation
competence. This is also true in the case of cooperation
competence.

Satisfaction Scale

The satisfaction scale included in the “Fragebogen zur
Evaluation der Lehre” (course evaluation questionnaire;
Westermann et al., 1998) was used as a measure for
academic course satisfaction (four items, such as “Over-
all, I am satisfied with this course”; Cronbach’s α = .80).

Participants’ responses in both instruments were given
on a five-point Likert scale.

Results

Models

In all model comparisons, for χ² difference values at 1 df,
the LR tests were significantly (χ²diff1 = 588.117; χ²diff2 =
779.460; χ²diff3 = 305.779; χ²diff4 = 1345.092; χ²diff5 =
429.440; χ²diff6 = 274.433; p < .001) in favor of the alterna-
tive models whose χ² values were lower than the ones of
the null models. Thus, the null hypothesis, stating a lack of
distinction between any competence domain and satisfac-
tion, should be rejected. We can safely assume that all six
competence domains are empirically distinct from satisfac-
tion with teaching behavior. The factor loadings and fit in-
dices for the alternative models are shown in the Appendix,
as well as graphical representations of the models.

The amount of covariance between any given compe-
tence domain and academic course satisfaction was of sec-
ondary interest. In the alternative models, the correlations
were estimated to be r1 = .601 for knowledge processing,
r2 = .310 for systematic competence, r3 = .255 for presen-
tational competence, r4 = .279 for communication compe-
tence, r5 = .277 for cooperation competence, and r6 = .746
for personal competence. These correlation coefficients in-
dicate strong associations between knowledge processing
and personal competence on the one hand and course sat-
isfaction on the other hand. The other correlations are weak
to moderate.

The common variances shared by the competence con-
structs and satisfaction amount to 36.12%, 9.61%, 6.50%,
7.78%, 7.67%, and 55.65% for knowledge processing, sys-
tematic, presentational, communication, cooperation, and
personal competence, respectively. We conclude that self-
reported acquisition of competences and satisfaction with
teaching behavior are related, but empirically distinct.

Conclusion

As theoretically expected, self-reported acquisition of
competences and satisfaction with teaching behavior co-
vary, but their covariation does not threaten the autonomy
of either construct. For each model, the null hypothesis of
a perfect correlation between satisfaction and self-rated
competence can be rejected – even if the empirical corre-
lation is fairly high between knowledge processing/ per-
sonal competence and rating of teaching behavior.

Discussion

The Bologna Process requires academic course evaluations
to aim at competences and their acquisition by students
apart from the students’ ratings of teaching behavior. Thus,
the question of whether the assessment of the self-rated
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acquisition of competences can successfully be delineated
from ratings of satisfaction with teaching behavior can also
be seen as a test of HEsaCom’s discriminatory validity.
Overall, the assumed structure of the six competence do-
mains’ association with academic course satisfaction is
confirmed by the global and local fit indices of the CFAs
(Beauducel & Wittmann, 2005; Marsh, Hau & Wen, 2004):
Competence acquisition and satisfaction with teaching be-
havior are related but distinct constructs.

Nevertheless, knowledge processing and personal com-
petence were highly correlated with teaching-satisfaction.
It can be argued that personal competence is conceptually
close to satisfaction with the teacher. It seems to be plausi-
ble that students whose interest has been increased will be
more satisfied with an academic course. While these find-
ings correspond with other research, attention has to be
paid to the question of causality. According to Cashin
(1995), “instructors are more likely to receive higher rat-
ings in classes where students had a prior interest in the
subject matter” (p. 6). Therefore, further research on this
issue is warranted. The concept of knowledge processing
is also closely related to academic self-concept (e.g., Self-
Description Questionnaire, SDQII; Marsh, 1994). In addi-
tion, it is well known that self-concept and interest are high-
ly correlated (Hannover, 1998). Personal competences and
knowledge processing are correlated (r = .76; see Braun et
al., 2008). Consequently, knowledge processing and satis-
faction with teaching behavior covary as well.

Additionally to the results already shown, we conducted
a mediation analysis, checking whether the relationship be-
tween personal competence and satisfaction is mediated by
knowledge processing. According to Baron and Kenny
(1986), we ran three regression analyses. Conducting a So-
bel test (Sobel, 1982) indicated that knowledge processing
is partially mediating the effect of personal competences
on satisfaction with teaching behavior (Sobel = 10.24; p <
.0001); 27.34% of the total effects are being mediated, re-
sulting in a decrease of the unmediated correlation, when
the mediator is controlled for (results are available from the
authors). This gives preliminary support to the assumption
given above.

Apart from psychological explanations as to why some
competences and teaching satisfaction can be highly corre-
lated, it is important to emphasize that, as long as self-rated
gains in competences and teaching satisfaction are theoret-
ically and empirically distinguishable, high correlations are
not particularly worrisome. Their distinction indicates that,
despite even considerable overlaps, they entail something
different and, even more important, have different implica-
tions. Certainly, as a criterion of quality of higher educa-
tion, competence acquirements are preferable over teach-
ing behavior. What we learn is what counts, not how much
we like or enjoy it, even if both aspects of education are
connected. Moreover, course instructors should focus more
on the learning outcomes of their students than on their own
teaching behavior and how this can satisfy the students’
needs and desires. It is outcome-oriented academic course

evaluation in terms of gains in competences that can bring
about this change in teaching orientation, not process-ori-
ented evaluation targeting teaching behavior.

It has often been proposed that a standardized compe-
tence test be developed to measure gains in competences,
administering such a test at the beginning and the end of
the term. With respect to the fact that the Bologna Process
explicitly demands basing the evaluation of programs of
study on gains in competences, it might be difficult to de-
velop an objective test measuring competence domains
such as social or personal competence. However, even if
such a test could be developed, gains in competences mea-
sured by it would not necessarily reflect the success of a
specific course; rather, gains in competences measured in
such a way might reflect diverse learning experiences both
outside and inside university that affected students during
the term. In this situation, we decided to assess gains in
competences by the students’ self-reports as an indicator of
the course quality. Still, self-report measures are controver-
sial and many authors have discussed whether self-reports
can be considered as valid judgments of the educational
success of a class (e.g., Greenwald & Gillmore, 1998;
L’Hommedieu et al., 1990; Marsh & Roche, 1997; Roche
& Marsh, 1998). Some authors have assumed that the va-
lidity of student self-reports might suffer from biases such
as the perceived workload of a course or the strictness of
its instructor (Greenwald & Gillmore, 1998). Marsh and
Roche (1997; Roche & Marsh, 1998) criticize the typical
approach of using multiple-choice-based performance tests
as single validation criteria rather than construct-validating
evaluation instruments. Additionally, Marsh and Roche
(1997) report a synopsis of 41 studies typically finding cor-
relations from .30 to .50 between performance scores and
course evaluation scores. These findings support the valid-
ity of students’ self-reports about the quality of academic
courses.

Furthermore, studies focusing on the validity of self-re-
ports of personality traits provide empirical support for the
validity of self-reports (Gosling et al., 1998; Spain et al.,
2000). The findings are even stronger in light of the vari-
ability of the accuracy of self-reports across individuals,
contexts, and the assessed construct. In a review on the
validity of self-reports, Lucas & Baird (2006) state: “Al-
though errors surely do occur, they often do not severely
limit the validity of the measures” (p. 41).

Existing evaluation instruments have often been criti-
cized for their lack of theory. “Usually, a strictly empirical
approach is applied in which the production of items is
based on the designer’s intuitive notions” (Schmidt, Dol-
mans, Gijselaers, & Des Marchais, 1995, p. 83). Because
of the commitment to several theoretical competence do-
mains, HEsaCom represents a theory-based inventory.
Moreover, an adaptive strategy of “screening questioning”
leads to a good approximation of a course’s event. The de-
velopment of HEsaCom is regarded as a first step toward
an outcome- and competence-oriented academic course
evaluation. One of the main goals of implementing such an
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orientation is to invite lecturers to think more about stu-
dents’ outcomes than about their own behavior. It offers the
opportunity to implement a culture of outcome orientation.
This parallels recent changes in European educational pol-
icies advocated by politics. Surely though, self-rated com-
petences are subject to limitations and should not be used
as an equivalent to “hard achievement measurements.”
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Appendix 1
Alternative models: Factor loadings and model fit of six confirmatory factor analyses (competences-satisfaction correlation
being freely estimated)
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Appendix 2

Items and Scales of the HEsaCom

Knowledge Processing
1. As a result of this course, I can remember most of the

important terms and facts from this course.
2. As a result of this course, I can give an overview of the

course.
3. The course has helped me improve my analysis of com-

plex issues in this subject area.
4. This course has helped me improve my handling of typ-

ical problems in this subject area.
5. This course has helped me both to see the connections

and to notice inconsistencies in this subject area.
6. This course has helped me judge the quality of academic

articles in this subject area.

Systematic Competence
1. This course has helped me to acquire information more

efficiently.
2. This course has helped me organize my work.
3. This course has helped me improve the way I work.

Presentational Competence
FILTER: I gave an oral presentation as part of this course.
1. After presenting in this course I feel I can engage better

with the audience.
2. After presenting in this course I can structure my talks

better.

Communication Competence
FILTER: I regularly spoke in course.
1. This course has helped me express my opinion.

2. This course has helped me to ask for clarification when
I have difficulty understanding.

3. This course has helped me speak in a way that others can
understand.

4. This course has helped me speak more precisely.
5. This course has helped me to improve the way I moder-

ate discussions.

Cooperation Competence
FILTER: I’ve worked with other students in a work group
for more than 2 weeks during this course.
1. My participation in the group work made it easier for me

to help delegate tasks.
2. My participation in the work group made it easier for me

to know when to hold back from contributing.
3. My participation in the work group made it easier for me

to stand up for constructive team spirit.
4. My participation in the work group helped me take per-

sonal responsibility for my share of the work.
5. I feel identified with our work group’s accomplishment.

Personal Competence
1. I have grown more interested in the subject matter as the

course has progressed.
2. The course encouraged me to continue my studies.
3. The course has increased my joy of carrying out assigned

tasks.
4. I feel more inspired by the topics studied in this course

than at the beginning.
5. The course has inspired me to study the subject further

in my own time.

306 E. Braun & B. Leidner: Academic Course Evaluation

European Psychologist 2009; Vol. 14(4):297–306 © 2009 Hogrefe Publishing


