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Abstract

Background: The recent industry reports show that the number of security
incidents in healthcare sector is still increasing, especially the high severity
incident, such as data leakage incident and ransomware, which can lead to
significant impact on healthcare services. It is imperative for the organizations to
learn lessons from those incidents. Traditional ways to disseminate lessons learned
are based on text approach, the linear format of which can obscure relationships
among concepts and discourage readers from integrating information across
ideas. Graphical diagrams can serve this purpose, as it can communicate both
individual elements of information and relationships between them.

Methods: The Generic Security Template (GST) has been proposed to support
the exchange of lessons learned from security incidents. It utilises graphical
notations to communicate both individual elements of information and
relationships between them. This paper conducts a case study by adopting the
GST to capture and structure the incident information of a data leakage incident
in a UK healthcare organization in order to facilitate incident exchange.

Results: The results show that, the GST was able to visualize and depict the key
elements, including lessons learned, the associated security requirements and
organizational contextual information identified from the selected data leakage
incident case study from NHS. GST provides a unified way to communicate
incident information.

Conclusions: This research has significance for the healthcare organizations to
improve their incident learning practices. It fosters an environment where different
stakeholders can speak the same language while exchanging the lessons learned
from the security incidents. Future work will consider applying the GST to analyse
other complex security incidents such as the advanced persistent threats (APTs)
in healthcare organizations and extend the use of the GST in other industries.

Keywords: Security Assurance Modelling; Generic Security Template (GST);
Security Incident; Healthcare Organization

Background
Security incidents happened in healthcare organizations across the world such as

Veterans Affairs’ data leakage incidents [1, 2] in North American and Hospital’s data

leakage incident [3] in China. However, those incidents are just the tip of iceberg.

Industry reports show that the number of incidents in healthcare organization is

still increasing. Symantec reports that the healthcare attacks accounts for 18%

across all sectors and continues to grow about 10% each year [4]. Existing work has



He and Luo Page 2 of 13

confirmed the patients’ and public’s worries about the security risks associated with

their medical records [5, 6] and the use of healthcare related technologies[7, 8].

Security incidents can cause significant financial loss to healthcare organizations.

Healthcare organizations can be fined if they fail to protect patients’ personal in-

formation. For instance, the healthcare organizations in UK were fined hundreds of

thousands pounds following data breaches affecting thousands of patients and staff

[9, 10]. There is good research effort in protecting the healthcare systems, such as se-

curity and privacy risk assessment frameworks [11], secure authentication protocols

[12], security modelling [13], secure access systems [14] and medical device security

protection [15], however, the same security incidents still occur. It is imperative for

the healthcare organizations to learn lessons from those incidents [16, 17, 18] and

take actions to prevent recurrence.

The European General Data Protection Regulation [19] comes with a strict data

protection compliance regime that organizations can be fined fined up to £20 mil-

lion, or 4% of the organisation’s annual turnover, whichever is higher, in the case

of severe data breaches and failure to report data breach involving sensitive infor-

mation to the supervisory authority. Organizations are under a legal obligation to

strengthen their security mechanisms to prevent incidents. The UK has launched

the Cyber Security Information Sharing Partnership (CISP) to help exchange infor-

mation on threats and vulnerabilities in real time [10]. There is a need to promote

incident lessons learned exchange by providing the capability to analyse and redis-

tribute the lessons learned effectively [10].

A key activity in the incident (i.e. adverse event) response process is the capacity

to learn from the errors or mistakes made throughout the incident handling process,

to learn about the effectiveness of security policies, procedures, technical processes

and to feed this knowledge back into the information security management process

[20, 21]. Current research has realised the importance to learn from past security

incidents [22, 23, 24].

Traditional ways to disseminate information about an incident include a series

of formal reports, emails, newsletters, meetings and presentations to management

[20, 21]. These contain less information comparing to the formal post-incident re-

ports. Post-incident reports document information obtained throughout the security

incident investigation process. Examples include the VA data leakage incidents [1, 2]

from the US, and the NHS IT Asset disposal incident [25] and Ransomware incident

[26] from UK. They provide a reference that can be used to assist in handling similar

incidents [21]. Contents include the causes of the incident, the recommendations on

remediation, the security requirements violated and improvements on procedures.

Although this information is related, details can be scattered throughout a report.

This makes it difficult for readers to understand how the security solutions are

brought together to support different security requirements [27]. This problem has

been compounded by usually lengthy written security incident reports, which can

be hundred of pages. There is a need for the conversion of the textual informa-

tion into a learning document, which can easily communicate security lessons [22].

Traditional ways to disseminate lessons learned are based on text approach. The

linear format of a text can obscure relationships among concepts and discourage

readers from integrating information across ideas [28]. Graphical diagrams can serve
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this purpose, as it can communicate both individual elements of information and

relationships between them.

The motivation of this paper is to adopt the Generic Security Template (GST)

[29], an evidence-based security assurance modelling approach, to capture and visu-

alize the findings of a data leakage incident in order to support the exchange of the

lessons learned. GST is graphical notation that has extended the application of the

Goal Structuring Notation (GSN) [30], which is an evidence-based safety assurance

modelling approach that links the findings from the adverse event to support the

security requirements. The GST provides a unified way to communicate adverse

event information [27]. However, it has not been used in a healthcare context in

UK. This paper makes the following contributions:

1 Adopts the GST to capture and structure the findings of a data leakage inci-

dent to support lessons learned exchange.

2 Evaluates the GST in a UK Healthcare Context for the first time in the

literature.

3 Presents the success criteria and insight into current practices in the lessons

learned exchange of incidents in healthcare context.

The remainder of this paper is structured as follows. The Methods section intro-

duces the Generic Security Template (GST) and the selection of the case study.

The Results section presents the results of the case study on the adoption of the

GST to visualize a data leakage incident in NHS. The Discussion section compares

with existing research, presents insight and recommendations into current practices

in the exchange of security lessons learned in healthcare and the success criteria.

The last section concludes the research and outlines future work.

Methods
This section presents a case study on applying a security assurance modelling ap-

proach, the Generic Security Template (GST), to structure the key lessons learned

and findings from an enquiry into an NHS data leakage incident. The GST will be

used to visualize and capture the key elements, including lessons learned as well as

the associated security requirements and organizational contextual information in

order to facilitate the exchange of the lessons learned from the security incident.

The Generic Security Template (GST)

The Generic Security Template (GST) is defined as “a documented body of lessons

learned identified from a security incident that can support the security require-

ments of the organization” [29]. A security incident is defined as “a violation or

imminent threat of violation of security policies, acceptable use policies, or stan-

dard security practices” [29]. Lessons learned, are defined as the knowledge obtained

from experience. It refers to (1) security causes of a security incident and (2) se-

curity solution to avoid the recurrence of similar incidents. Security requirements,

are usually in the form of a set of security standards or guidelines that the or-

ganization is currently applying. The GST is an evidence-based security assurance

modelling approach that links the findings from the incident to support the security

requirements.

The GST follows the security assurance model [31, 32]. Figure 1 presents a work-

flow chart on how the assurance modelling framework connects lessons learned with
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security requirements. The framework starts with top level security requirements. It

is then decomposed into three directions, which are “Further requirements needed”,

“Supporting solutions needed” and “Security arguments needed”, which will be fur-

ther elaborated. “Further requirements needed” is elaborated with different levels of

security requirements derived from the security policies/standards/guidelines. This

process completes when it reaches the level that all further requirements of the se-

curity policies/standards/guidelines are added to this model. “Supporting solutions

needed” is elaborated with the security lessons learned derived from the security in-

cidents. The lessons learned that were not covered by the security standards can be

added to the framework. These added lessons learned can compliment the existing

security policies/standards/guidelines. Some of the lessons learned might conflict

with existing policies/standards/guidelines, then an argument needs to be devel-

oped to deal with the conflictions. This process completes when all the lessons

learned are added to this model. “Security arguments needed” typical deal with the

conflict between the lessons learned and the existing policies/standards/guidelines.

The stakeholder’s reviews towards the security incidents and the security poli-

cies/standards/guidelines can also be documented here. This feedback can also

enrich the security policies/standards/guidelines in the organizations. This process

completes when all the arguments development have been added to this model. The

security assurance model captures security requirements, lessons learned as well as

the stakeholders reviews of the incident. The GST adopted the security assurance

model through linking the analysis of an incident to specific security standards or

guidelines that help to implement particular solutions. GST is intended to be appli-

cable across different classes of organization and not specifically to the place where

an incident occurred.

Figure 1 Security Assurance Model Workflow [31, 32]. Figure 1 presents a work-flow chart on
how the assurance modelling framework connects lessons learned with security requirements.

GST is an adaption of the Goal Structuring Notation (GSN), which was devel-

oped in the early 1990s [30]. GSN has been widely used in the UK defence sector

in order to present argument by creating graphical structure between goals, sub-

goals, evidence/solutions, strategies and contexts [33]. GST syntactic components

to document Lessons learned, Security requirements, Strategies and Context. The

Goal component captures statements of the system security. It is usually in the form

of a security requirement from security standards or guidelines. For example, “NHS

Surrey IT System is acceptably secure”. The Lessons learned component captures

security causes and solutions, for example, “Sensitive Data” is the security cause,

and the solution is “Should wipe medical and sensitive information before sending

for disposal”. The Strategies component is inserted between the Goals and Lessons

learned, capturing the explanation on how the top-level goal is addressed by the

aggregation of the goals or lessons learned presented at the lower level. Context is

used to provide supplementary information such as the explanation of a concept.

The four principal components of the GST are shown in Figure 2. Figure 3 shows

how the four principal components are related to each other to present security ar-

guments to support the goal and sub goals with necessary evidence and contextual

information.
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Figure 2 Principal Components of GST Notations [29]. Figure 2 presents the principal
components of GST notations.

Figure 3 Evidence based Security Assurance Modelling. Figure 3 presents the evidence based
security assurance modelling framework.

Below are the detailed step by step explanation to apply the GTS to structure

and visualize the security incident,

Step1: Build the goal structure. The top goal is always to state the system is secure.

It is then decomposed into lower level goals that usually appear in the form of

security requirements of security standards or guidelines that are currently applied

by the organization. This decomposition continues until reaching the level, where

the goals can be directly supported by the lessons learned in a security incident

report.

Step 2: Derive the lessons learned from the security incident. Lessons learned can

be derived by looking for the security causes and solutions from the security incident

report. The level of abstraction has not been defined and the users are advised to

define their own level of abstraction according to individual business requirements.

These were then added to the GST using a structured textual format. The security

causes should be in the form of <Noun-Phrase>. The solutions are in the form of

<Verb-Phrase><Noun-Phrase>.

Step 3: Connect lessons learned to the goal structure. The lessons learned identified

from step 2 usually contains different level of details that will be mapped to goals

at different levels in the goal structure. The analysts are required to identify the

relationships between the lessons and the goals using a bottom-up approach [30].

There are circumstances that the lessons learned are not suitable to map to any

existing goals. They will be mapped to a newly created goal named “Standard non-

existent” which is linked to the top goal. This is usually due to a missing security

requirement, meaning the organization may need to consider adding new security

requirements to their currently applied security standards or guidelines.

Step 4: Specify Context and Strategy. The Strategy notation captures the meth-

ods and justification of the goal decomposition. It is positioned between the goals

and sub-goals. The Strategy should be described in the form of “argument by <ap-

proach>”, “argument over <approach>”, “argument using <approach>”, “argu-

ment of <approach>”. The Context notation captures supplementary information

such as an explanation of a concept. It can be described in the form of free text.

The Case Selection

In UK, information about security incidents can be found from Information Com-

missioner’s Office (ICO). A good number of those incidents are from healthcare

organizations. We selected the NHS Surrey IT Asset Disposal Incident [25] because

it has a detailed money penalty report that documents the causes, recommenda-

tions and violated security requirements. Incident description in the incident report

is semi-structured text. This allows us to model security incident from a different

resource rather than news clips and security incident reports that have been studied
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before [27]. This case study will follow the fours steps outlined in Generic Security

Template subsection.

Here is a brief description of the selected case “The Information Commissioner’s

Office (ICO) has issued NHS Surrey with a monetary penalty of £200,000 after more

than 3,000 patient records were found on a second hand computer bought through

an online auction site. The sensitive information was inadvertently left on the com-

puter and sold by a data destruction company employed by NHS Surrey since March

2010 to wipe and destroy their old computer equipment. The company carried out

the service for free, with an agreement that they could sell any salvageable ma-

terials after the hard drives had been securely destroyed. The ICO’s investigation

found that NHS Surrey had no contract in place with their new provider, which

clearly explained the provider’s legal requirements under the Data Protection Act,

and failed to observe and monitor the data destruction process.” [34].

Results
This section reports the results of the visualisation of the key lessons learned and

findings from an enquiry into an NHS data leakage incident using the security

assurance modelling approach, the Generic Security Template (GST). It follows the

fours steps outlined in the Methods section about the GST.

Step 1: Build the goal structure. The Information Commissioner’s Office (ICO)

provided the IT asset disposal guideline [35], which is part of a series of guidance,

but with more details compared to the main Data Protection Act (DPA) regarding

data protection. It aims to promote good practices and assist the data controller to

better understand their responsibility. It provides instructions to the data controller

regarding what need to be considered when disposing IT equipment that may con-

tain personal private information. We use this guideline as the goal structure for

this incident study. The top goal is always to state the system is secure. In this case,

it is stated as“NHS Surrey IT Asset is acceptably secure”. It is then decomposed

into lower level goals that appear in the form of security requirements derived from

IT asset disposal guideline [35]. An example is “An IT Asset Disposal Strategy has

been created”.

Step 2: Derive the lessons learned from the security incident. We follow the GST

adoption instructions by searching for the lessons learned (security causes and so-

lutions) from the security incident report. The lessons learned are listed in Table

1. The security causes should be in the form of <Noun-Phrase>. The solutions are

in the form of <Verb-Phrase><Noun-Phrase>. These are then added to the GST

using a structured textual format.

Table 1 NHS Surrey IT Asset Disposal Incident Lessons Learned

Security Causes Security Solutions
Risk Assessment Carry out a risk assessment when using a data processor to dispose

the redundant drives.
Sensitive Data Wipe medical and sensitive information before sending for disposal.
Disposal Contract Have a written contract with the data processor.
Disposal Monitoring Monitor the destruction process through keeping audit trails and

checking inventory logs of the destroyed hard drives using the se-
rial numbers in the destruction certificates for each drive.

Remedial Action Develop a new policy framework to address the appropriate use of
data for redundant equipment.
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Step 3: Connect lessons learned to the goal structure. The lessons learned with

different levels of details are mapped to the goals at different levels in the goal

structure. The analyst is required to decide on the relationships between the goals

and the lessons learned. In this case, four lessons learned were successfully mapped

to the goal structure. There is one, “Remedial Action: develop a new policy frame-

work and procedure to address the appropriate use of data disposal for redundant

equipment”, that is not covered by any existing goals. It is mapped to a newly cre-

ated goal named “Guideline non-existent” which is linked to the top goal through

a strategy. This is due to a missing security requirement in the IT asset disposal

guideline [35], meaning the organization may need to consider adding a new security

requirement to their currently applied IT asset disposal guideline.

Step 4: Specify Context and Strategy. The Strategy we used for the goal decom-

position is described as “Argument over IT Asset Disposal Guideline”. It is further

explained by using a Context notation, stated as “An IT Asset Disposal guideline

proposed by Information Commissioner’s Office (ICO) according to Data Protection

Act (DPA)”. The strategy ”Argument over All Missing Security Solutions” is added

to the goal structure to link the lessons learned that is not covered or addressed by

the IT asset disposal guideline [35].

Figure 4 presents the lessons learned and findings from the NHS Surrey 2013 IT

Asset Disposal Incident. Five lessons learned are captured and connected to the

goals (i.e. security requirements), which are “Risk Assessment”, “Sensitive Data”,

“Disposal Contract”, “Disposal Monitoring”, and “Remedial Action”. We are not

able to identify a goal that can be mapped to “Remedial Action”, which indicates

there is probably a missing security requirement of the IT Asset Disposal guideline.

Figure 4 Visualisation of NHS Surrey IT Asset Disposal Incident. Figure 4 presents the
visualisation of NHS Surrey IT Asset Disposal Incident.

This case study demonstrate the suitability of the GST in presenting the lessons

learned from real world security incidents from healthcare organization in UK. The

GST was able to capture the key elements, including lessons learned as well as the

associated security requirements and organizational contextual information.

Discussion
Healthcare Incident Learning

Incident learning happens in the “follow-up” phase of the incident response process

[21]. This information should feed relevant knowledge and changes into the security

management process to inform the creation of further reference material on how to

respond to similar incidents [21, 36, 37]. In particular, such activities feed informa-

tion back to the “preparedness” phase to determine if additional tools, increased

security budgets, improved training programs and alterations to the incident re-

sponse procedures are required.

There are legislative requirements to report and exchange security incidents. This

is to facilitate the sharing of the security incidents with different organisations so

that lessons can be learned and the same incidents can be prevented [38, 39]. Orga-

nizations can be fines up to £20 million, or 4% of the organization’s annual turnover,
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whichever is higher according to the General Data Protection Regulation (GDPR)

if they failed to prevent a severe data incident or failed to report a personal data

breach to the supervisory authority. Another important step is the proposed Cyber

Security Strategy [19]. The National Health Service (NHS) in UK is required to

report serious incidents to the NHS Business Service Authority (BSA). In the US,

the security incidents in healthcare are reported to the Health Information Sharing

and Analysis Center (H-ISAC). In China, there has not been any legislative require-

ment although some good efforts made in protecting patients’ data [40]. However,

the main reason is the lack of motivations to protect patient data as a result of the

traditional Chinese culture and immaturity of healthcare systems in China, that are

likely to trigger privacy violation [41]. There is a need to promote incident lessons

learned exchanging by providing the ability to analyse and redistribute this knowl-

edge effectively [10], which can ultimately strengthen cyber security knowledge,

skills and capability in healthcare organizations.

Lessons Learned Sharing

Incident dissemination is enacted through a series of formal reports, informal meet-

ings, emails, newsletters, and presentations to management [20, 21]. Meetings are

held and communicative notes are gathered to address responses, disagreements,

suggestions and additions to security policies and the incident procedures [20]. Is-

sues to document include an estimation of the damage caused, actions taken during

the incident, policies and procedures that require an update and any electronic

evidence that can be used for pursuing those responsible [22]. Comparing to the

formal incident report, emails, newsletters, meetings and presentations to man-

agement contain less information than the post-incident report. They are usually

presented in a free-style way and less information are provided to communicate the

lessons learned to inform improvements of the security management processes.

There is usually a formal post-incident report produced after the security inci-

dent to document findings throughout the incident response process. Information

contained in the report is typically classified into business impact and remediation

information [20]. Business impact information involves how the incident is affecting

the organization in terms of mission impact, financial impact, etc. Many organi-

zations do not want to share business impact information with outside companies

unless there is clear value proposition or formal reporting requirements [42, 43].

When sharing information with peers and partner organizations, incident response

teams should focus on exchanging remediation information [20]. This information

is inter-related, however, it is scattered throughout a report. This issue has been

compounded in lengthy security incident reports [2]. Stakeholders responsible for

protecting patient data lack the time and the motivation to spend the many hours

needed to read and digest existing reports [27]. This creates significant problems

within the wider scope of security management systems. It can be difficult to ac-

curately assess the likelihood or consequences of future attacks when managers are

unaware of previous incidents.

Lessons Learned Sharing using Diagrams

Traditional ways to disseminate lessons learned are based on textual description.

The linear format of a text can discourage readers from obtaining comprehensive un-

derstanding of relationships among ideas across paragraphs due to working memory
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limitations [44]. Graphical diagrams can serve this purpose, as it can communicate

not only individual elements of information but also relationships among those ele-

ments. Empirical case studies [22, 27] have identified the difficulties when text was

the only medium available for communicating security lessons. Similar difficulties

were identified in safety area, when text was the only approach for expressing com-

plex safety arguments [45]. The free-style text is considered to be unclear and not

well structured, the meaning of the text, and therefore the structure of the safety

argument, can be ambiguous and unclear [30]. The use of free text makes is difficult

to ensure that all stakeholders share the same understanding of the argument [30].

Clear written communication and the capability to process knowledge in an organ-

ised manner are essential skills in incident response teams [46]. The cyber security

communities have realised the importance and believe that interactive visualisation

systems can help improve security decision making in incident response [47, 48].

Implications for the IT and Healthcare Professionals.

This paper for the first time adopts the GST to structure and visualize the lesson

learned from security incident happened in a healthcare organizations in UK. A

key benefit of this approach is that their subjective reasoning is documented in the

nodes of the Generic Security Template. A range of stakeholders can then check the

resulting diagrams to determine when key lessons have been omitted or if additional

work is required to support the exchange of security lessons. They could check the

reasoning and experience can be borrowed from safety area on how to avoid and

detecting fallacious reasoning in the arguments [30]. This can also help feedback

into the organizations’ risk assessment procedure as it usually requires the causal

analysis of the incidents as well as the security recommendations to mitigate the

risks [49, 50, 51, 52, 53]. The use of a graphical notation provides stakeholders

with an overview of key issues before being forced to read the hundreds of pages of

detailed prose that increasingly documents the findings of security investigations.

The graphical visualisation contributes to addressing the current frustration faced

by the IT and healthcare professional who do not have time to read the security

incident report. It enables the lengthy written report to be more accessible and

usable.

Through mapping lessons learned to security requirements, it allows the IT profes-

sionals in healthcare organizations to assess whether they have any missing security

requirements. The incident information captured by the four principal components

is mainly generic remediation information, which can serve the purpose of incident

exchange without revealing business impact or sensitive information.

Success Criteria

The data sources of case studies can be diversified such as the official security

incident reports used in the analysis of the VA incidents [1, 2], and the money

penalty report used in the analysis of IT asset disposing incident [25]. Existing

work suggests that the GST can be used to structure the security lessons identified

from various data sources [27, 32, 54, 55], However, the following requirements have

to be met in order to be successful.
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Security requirements can be captured based on the existing security standards

applied by the organization. As most healthcare organization adopted security stan-

dards/guideline. This should not be a challenge. This has been confirmed in the

previous case studies [27, 32, 54, 55]. If the organizations did not apply any secu-

rity standards/guidelines, security requirements have to be retrieved from the case

descriptive materials.

Lessons learned can be derived from different data source. Although incident de-

scription comes from different data sources, lessons learned can be identified through

using content analysis [56]. This can be achieved through relying on the security

analyst’s expertise or the use of existing content analysis techniques [57].

Lessons learned can be connected to the security requirements. This relies on the

analyst’s expertise and the validity of the guidance needs to be further evaluated

in real practice. As the main purpose of the GST is to facilitate the exchange and

communication of the security incidents, it allows the analysts to perform security

arguments using the GST.

Context and Strategies can be captured and extracted from the incident description

in the related documents. This has been confirmed in the current and previous case

studies [27, 32, 54, 55].

Conclusions and Future Work
This paper for the first time adopts the evidence-based security assurance approach,

the GST to structure and visualize the lesson learned from an data leakage incident

happened in the healthcare organizations in UK. The GST was able to capture

the key elements, including lessons learned together with the associated security

requirements and organizational contextual information. The graphical visualisation

contributes to addressing the current frustration faced by the IT and healthcare

professional who do not have time to read the security incident report. It enables

the lengthy written report to be more accessible and usable. It can also serve as a

platform for the security analysts and stakeholders to formulate security arguments,

which is an important component in cyber security management [58].

This research has significance for the healthcare organizations to improve their

incident learning practices. It fosters an environment where different stakeholders

can speak the same language while exchanging the lessons learned. In the future,

we look to apply the GST to analyse other complex security incidents such as

the Ransomware attack in the NHS [26] and advanced persistent threats (APTs)

in healthcare organizations. APTs are usually complicated and documented using

lengthy reports following the kill chain analysis logic [59]. We will elaborate the

GST by considering the quantitative measurements on the level of confidence of

the formulated security arguments as well as its accuracy. Future work will also

look to evaluate GST in healthcare organizations in UK, bringing together the

IT and healthcare professionals to work collaboratively to visualize the incident

information and enhance the exchange of lessons learned from security incidents.

We will ultimately extend the use of the GST in other industries such as finance,

aviation, telecommunication and other security critical businesses.
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