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ABSTRACT 

This paper presents a literature review of content validity, summarizes 

qualitative and quantitative approaches for content validity assessment, and 

explores the extent to which IS researchers have content validated their 

developed instruments. An extensive review of scale development papers 

published in five major IS journals between 1989-2005 revealed that the 

proportion of published studies reporting content validity had indeed increased; 

however, qualitative assessment of content validity remains the preferred 

approach.  To encourage the utilization of an alternative approach to content 

validity assessment, this paper describes a quantitative approach to evaluating 

the content validity of the B2E portal user satisfaction instrument. 
 

 

INTRODUCTION  

A valid instrument is one which 

measures what it is supposed to measure 

(DeVellis 2003). It also enables researchers to 

interpret variables and the relationships 

between variables in a more theoretically 

meaningful fashion (Bagozzi 1980).    

Therefore, the development of a valid 

instrument is the most fundamental aim of any 

instrument developer.  

The issue of whether IS researchers 

sufficiently validate their instruments was 

initially raised by Straub (1989) who reported 

that only a few had devoted serious attention 

to validation.  His work was replicated by 

Boudreau, Gefen, and Straub (2001) who 

investigated the extent to which IS researchers 

had responded to Straub‟s (1989) suggestion. 

Their findings revealed that the number of 

empirical studies reporting instrument 

validation had indeed increased since 1989. 

However, the number of studies reporting 

content validity was the lowest among all 

validity types investigated. This trend is 

supported by Straub, Boudreau, and Gefen 

(2004) who affirmed that content validity is 

indeed infrequently assessed in IS research. 

This is surprising as it should be the first type 

of validity to be established prior to examining 

other types of validity when developing 

instruments (Ebel 1967).   

This paper responds to the call for more 

IS research on instrument validation, 

particularly on content validity.  It presents 

theoretical literature on content validity 

including different approaches for assessing 

content validity. It also investigates the extent 
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to which IS researchers have considered 

content validity when developing new 

instruments. Finally, the use of a quantitative 

approach for assessing content validity of the 

B2E portal user satisfaction instrument is 

described. 

CONTENT VALIDITY THEORY  

Haynes, Richard, and Kubany (1995 

p.238) defined content validity as „the degree 

to which elements of an assessment instrument 

are relevant to, and representative of, the 

targeted construct for a particular assessment 

purpose‟. Content validity can be established 

through the application of a two-stage process: 

development and judgement (Lynn 1986).  

The former is divided into three sequential 

steps: domain identification, item generation, 

and instrument formation (Carmines and 

Zeller 1979). Initially, the construct should be 

conceptually defined based on literature. A set 

of items is then generated and these items are 

arranged in a suitable sequence for the next 

stage of preparation. The judgement process, 

the primary goal of content validation, 

involves asking a specific number of experts to 

evaluate the validity of individual items and 

the whole instrument.  The aim of this process 

is to retain the best items which are believed to 

adequately measure a desired content domain 

(Grant and Kinney 1992). In assessing experts‟ 

feedback, qualitative or quantitative 

approaches can be utilized.  

The main difference between 

qualitative and quantitative approaches lies in 

the method used to determine when the 

finalised items - after modifying, deleting, or 

adding the original generated items - are 

adequate to measure the targeted construct. 

When applying qualitative methods, final 

decisions are generally obtained after all panel 

experts arrive at a consensus. Statistical 

calculation may be involved but it does not 

carry much weight in determining final 

decisions. On the other hand, quantitative 

approaches rely greatly on a particular 

statistical calculation. Items are eliminated if 

the statistical results are below the minimum 

threshold value. Experts may be asked to 

provide their opinion on the appropriateness 

and clarity of the items. To a certain extent, 

instrument developers may consider the 

experts‟ advices in revising items.  

As shown in Table 1, a number of 

qualitative and quantitative approaches to 

content validation exist. Each approach has its 

own strengths and weaknesses and thus 

researchers should select the most appropriate 

method depending on the nature of their 

studies. The following paragraphs summarize 

the main characteristics of the two methods. 

Qualitative approaches may require content 

experts to physically meet one another as 

commonly occurs when the Q-sort technique is 

employed (Waltz, Strickland and Lenz 1991). 

The ability to communicate directly among 

experts may encourage in-depth discussions 

and any issues that may potentially create 

misunderstanding can be clarified without 

hesitation. Some may also argue that with the 

advances in telecommunication technologies, 

video conferencing or net meetings can replace 

the need to have the experts physically meet 

one another. However, not all experts may 

have the same compatible facilities, or those 

who are dispersedly located may be affected 

by time-zone differences. Thus, it may be 

difficult to arrange a time that is comfortable 

for all experts. On the other hand, when 

adopting quantitative approaches, an 

instruction document can be delivered through 

mail or e-mail. Experts can complete the tasks 

at their own convenience and return the 

document within the given time frame. Thus, 

the flexibility offered by quantitative 

approaches cannot be undervalued. 

CONTRIBUTIONS  

This study reviews 62 scale 

development articles reported in five 

esteemed IS journals and explores the 

content validity methods that have been 

utilized by IS researchers. Clearly, it makes 

a valuable and practical contribution as 

instrument developers can have exposure to 

alternatives in selecting methods and 

approaches to content validate their 

instruments. Considering the limited use of 

quantitative approach to assess content 

validity of a scale in IS research, this study 

illustrates the practicality of such approach 

when developing the Business-to-Employee 

Portal User Satisfaction Scale (B2EPUSS).  
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Content experts are generally expected 

to participate in the item evaluation process 

once when utilising quantitative approaches. In 

certain circumstances, when a second round is 

needed, quantitative approaches allow 

researchers to invite a different group of 

experts. However, researchers should ensure 

that the new group has the same level of 

expertise and the conclusion derived from the 

first round is clearly explained. This is 

considerably different from the Delphi 

technique, which requires the same panel of 

experts to be involved until all the evaluation 

processes are completed (Grant, Kinney and 

Guzzetta 1990). Employing the same experts 

is desirable as the group becomes more 

familiar with the issue under discussion; 

however, some experts, particularly those who 

have other commitments, may find the 

repeated exercises immensely tedious. As 

experts mostly participate voluntarily, they 

may discontinue at any time.  Consequently, 

less exhaustive commitment required in the 

quantitative approaches may increase the 

participation rate of invited experts.  

Once the statistical result achieves the 

recommended cut-off score and no significant 

modification is made to the instrument, the 

process of content validation of the instrument 

quantitatively can be concluded. This is quite 

different from the qualitative approach where 

consensus is commonly achieved after several 

rounds, with three rounds being the average 

when utilising the Delphi technique (Grant, 

Kinney, and Guzzetta 1990). The time may be 

extended if experts are asked open-ended 

questions, as researchers must transcribe their 

responses. It will take more time if 

clarifications of the experts‟ answers are 

needed. Quantitative approaches subsequently 

take less time compared to the Delphi or Q-

sort technique.  

It is apparent that quantitative 

approaches offer practicality in terms of time 

and cost.  However, these techniques are not 

without limitations. Some techniques 

including the index of item-objective 

congruence and inter-observer agreement do 

not have a cut-off score, making such methods 

difficult to apply as the adequacy of content 

validity may be questionable.  It is also 

 

Table 1. Content validity: qualitative and quantitative approaches 

Qualitative approach  

Method  Description  Advantages  Disadvantages  Procedures  

Delphi  A survey method 

that is designed to 

structure group 

opinion and 

discussion 

(Goodman 1987). 

Flexibility in data 

collecting process. 
The anonymity of 

experts and responses 

encourage true 

opinions that are not 

influenced by peer 

pressure or other 

extrinsic factors.  

Time consuming.  A panel of anonymous 

experts is asked to evaluate a 

set of items in the form of 

questionnaires. Their 

anonymous responses are 

evaluated until a desired level 

of consensus is achieved. The 

number of rounds is varied 

with three rounds as being the 

average (Grant, Kinney, and 

Guzzetta 1990).  

Q-sort  A technique that is 

often employed to 

assess the degree of 

similarity between 

different experts of 

certain issue at a 

given time (Waltz, 

Strickland, and 

Lenz 1991)  

Relatively inexpensive. 
Result is fairly simple 

to handle and analyse.  

Must be present in 

the sorting 

procedure.  

Each expert is presented with 

index cards, each of which 

contains a descriptive 

statement (i.e. item).  Each 

expert is then asked to read 

the card and place it into a 

specified number of different 

categories. Several sorting 

rounds are employed until 

consensus is reflected.  
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Table 1. Content validity: qualitative and quantitative approaches (Cont’d) 

Quantitative approach  

Method  Description  Advantages  Disadvantages  Procedures  

Content 

Validity 

Ratio 

(CVR)  

A method proposed 

by Lawshe (1975) 

to assist researchers 

in forming 

decisions to retain 

or delete the item 

from the 

instrument.  

Offers practicality in 

terms of time and cost.   
Quick and easy to 

perform.  

Not reported.  Allows researchers to make 

forming decisions to retain or 

delete items from an 

instrument through the 

calculation of CVR.  

Index of 

item-

objective 

congruenc

e  

Alternative 

procedure proposed 

by Rovinelli and 

Hambleton (1977) 

for the analysis of 

judgements of 

experts.  

Applicable regardless 

of the number of 

domains measured.  
Flexible as it only 

requires minimum of 2 

experts.   
Offers practicality in 

terms of time and cost.   
Quick and easy to 

perform.  

Lack of 

communicable 

standards for 

determining the 

adequacy of 

content validity. 
No 

recommendation 

on cut- off score.  

Allows researchers to make 

decisions to retain or delete 

items from an instrument 

through the calculation of 

item-objective congruence 

index.  

Content 

validity 

index 

(CVI) 

This method is 

derived from the 

rating of the content 

relevance of the 

items on an 

instrument using a 

4-point ordinal 

rating scale (Lynn 

1986).  

Flexible as requires 

only a minimum of 3 

experts.   
Offers practicality in 

terms of time and cost.   
Quick and easy to 

perform.  

The CVI may be 

inflated by chance. 
A 4-option scale is 

not universally 

used in CVI 

determinations.  

Allows researchers to make 

decisions to retain or delete 

items from an instrument 

through the calculation of 

CVI.  

Weighted 

mean 

score  

This technique is 

based on obtaining 

experts opinion on 

the degree to which 

each item is 

indicative of a 

given 

construct/dimensio

ns/sub-dimensions 

(Fehring 1987).   

Offers practicality in 

terms of time and cost.   
Not reported.  Allows researchers to make 

decisions to retain or delete 

items from an instrument 

through the calculation of 

weighted mean score.  

Inter-

observer 

agreement  

It is obtained by 

calculating the 

proportion of 

number of experts 

assigning item to 

the expected 

domain over the 

total number of 

experts (Thorn and 

Deitz 1989).  

Simple and intuitively 

obvious method of 

measuring agreement 

among experts. 
Offers practicality in 

terms of time and cost.   

Spuriously high 

estimates as this 

method does not 

account for the 

contribution of 

chance 

agreements.  

Allows researchers to make 

decisions to retain or delete 

items from an instrument 

through the calculation of % 

of agreement among experts.  

 

important to note that either approach may be 

used to assess content validity. One approach 

might be better than the other depending on 

the type of data collected, the purpose of 

study, and the availability and location of the 

experts, as well as the time constraint. 

Therefore, researchers should consider both 

approaches and carefully select the most 
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appropriate approach, either qualitative or 

quantitative, for their research study. 

A REVIEW OF CONTENT VALIDITY IN 

IS RESEARCH  

In order to determine the extent to 

which instruments developed in IS research 

have been content validated, a review and 

analysis of the articles from five journals: MIS 

Quarterly (MISQ), Information and 

Management (IM), Journal of Management 

Information Systems (JMIS), Management 

Science (MS), and Information Systems 

Research(ISR) were conducted. These were 

the same journals used by Boudreau, Gefen 

and Straub (2001) in their studies. To a certain 

extent, this study can be viewed as an 

expansion of their studies; however, we focus 

only on content validity and, since the above-

mentioned journals are still considered as top 

tier journals in IS, we decided to base our 

study on the same journals.  

The qualifying criteria used to sample 

the articles were: 1) Published articles within 

the period between January 1989 and 

December 2005. The main objective of this 

study is to explore the extent to which IS 

researchers have content validated their 

instruments; hence, it was necessary to 

examine articles from the early years. The year 

1989 was chosen as the starting period because 

the issue of whether IS researchers were 

sufficiently validating their instruments was 

initially raised in that year (Straub 1989). 2) 

We chose articles describing the development 

of an instrument to measure a particular 

phenomenon in IS or to validate proposed IS 

model. We decided to restrict the sample 

articles to instrument development studies for 

several reasons. Firstly, as content validity is 

the first validity type to be established when 

developing a new instrument (Ebel 1967), we 

expected to obtain required information from 

instrument development papers. Secondly, IS 

researchers often use existing instruments that 

have been previously validated for theoretical 

and practical reasons (Boudreau, Gefen and 

Straub 2001). The former involves assessing 

the extent to which the existing instruments 

are applicable or comparable to their studies. 

The latter is concerned with the efficiency 

issue. Existing instruments, if developed 

rigorously at first, must have undergone at 

least one validation cycle. If they were initially 

found to be reliable and valid, IS researchers 

may find it trustworthy to use them for other 

studies. Furthermore, researchers often feel 

that they cannot afford the time to validate 

their instruments (Straub 1989, Boudreau, 

Gefen and Straub 2001). They may also find it 

unnecessary to perform the same process 

repeatedly. Hence, in practice, although it is 

highly recommended to validate any 

instruments (new or existing ones) utilized in 

IS studies, it is quite often observed that 

researchers do not re-validate the instruments, 

particularly content validity which generally 

takes an additional substantial amount of time. 

Therefore, based on this reasoning, we believe 

that the sample articles captured adequately 

the purpose of our study. 3) Articles 

performing the survey research method. This 

last criterion was imposed because the 

administration of the instrument is generally 

taken in the form of a survey (Boudreau, 

Gefen, and Straub 2001).  

A total of 62 articles were used in the 

literature analysis. Among the articles 

reviewed, 9 articles originated in ISR, 3 in 

MS, 12 in JMIS, 10 in MISQ, and 28 in IM. 

These articles were collected from the period 

of 1989 – 2005 and were analyzed in three 

time periods: 1989-1996, 1997-1999, and 

2000-2005.  The year 1989 was selected as the 

starting point because it was the milestone 

when Straub initially raised the issue of 

instrument validation in IS research. The 

period of 1997 - 1999 was established as the 

middle point since Boudreau and his 

colleagues covered those periods when they 

replicated Straub‟s (1989) work in 2001. The 

period of 2000-2005 attempts to explore what 

has changed, if anything, in the intervening 

years.  

In keeping with the recommendation of 

Lynn (1986), the extent to which each article 

had gone through the development and 

judgement stages of content validation process 

was investigated. The development stage is the 

stage where the domain of construct is 

identified and items are generated to measure 

the construct. On the other hand, the 

judgement stage commonly involves a panel of 

experts who are required to assess the 

relevancy and validity of the items.  For each 
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article, the method used to identify the domain 

of construct, to generate items, and to evaluate 

the judgement process was identified.  

Furthermore, as stated by Alreck and Settle 

(1995), pre-testing the instrument often leads 

to content validity. A pre-test is a preliminary 

trial of some or all aspects of the instrument in 

order to examine some possible difficulties 

that may be encountered by the potential 

respondents when filling it out. A pre-test can 

be given by asking a number of people, who 

have characteristics similar to those of the 

prospective respondents, to evaluate the clarity 

of the instructions and items, to identify any 

items that may have different 

interpretations/meanings, to comment on the 

formatting and questionnaire design, or even 

to record the time taken to complete the 

questions.   In this study, whether or not the 

instrument was refined by a pre-test was also 

evaluated.  The content analysis of past 

literature is presented in Appendix 1 and the 

key summary of our findings is presented in 

the following paragraphs.  

Our findings show that all sample 

articles have reported the development stage of 

the content validity process. A literature 

review has been the favoured method for 

identifying the research domain as appeared in 

all published articles from 1989 to 2005. Items 

for measuring the research domain have been 

extensively derived from relevant literature 

and existing instruments. Only a small portion 

of past studies reported item generation using 

other methods. Four articles reported the 

utilisation of focus groups, two articles used 

the interview method, and one article reported 

the use of experts/practitioners. Surprisingly, 

these articles all appeared between the years 

2000 and 2005. This shows that new 

approaches to item generation are emerging 

despite the current predominant methods such 

as literature and existing instruments. 

In the case of the judgement stage, 34 

articles in the period between 1989 and 2005 

reported that the generated items were 

reviewed by a panel of experts or judges. 

However, only 13 articles specifically 

discussed the methods used to retain, delete, or 

refine the items. Nevertheless, as shown in 

Table 2, the proportion of published studies 

reporting the judgement stage increased 

gradually, mainly in the period of 2000-2005. 

It is also apparent that IS researchers 

have long acknowledged the qualitative and 

quantitative approaches to content validation. 

13% of the sample articles within the period of 

1989 - 1996 reported the use of a qualitative 

approach while 7% reported the use of a 

quantitative approach. The finding also 

revealed that the utilisation of the qualitative 

approach decreased slightly between 1997 and 

1999; however, its utilisation increased 

slightly between 2000 and 2005. 

Unfortunately, this increase was not mirrored 

by the quantitative approach, the use of which 

has, in fact decreased.   

A careful investigation of the sample 

articles reporting specific methods for content 

validation revealed that the Q-sort technique 

(cited in eight articles) seems to be in favour 

compared with the Delphi technique (cited in 

two articles). On the other hand, the content 

validity ratio (cited in two articles) and inter-

observer reliability (cited in one article) were 

the methods used in the quantitative approach. 

 

Table 2.  Percentage of Studies Reporting Methods Utilized in Judgement Stage  

Period No. of 

Articles Pre-Test

Qualitative 

Approach

Quantitative 

Approach

Method Not 

Specified

Not Reported 

**

1989-1996 15 13% 7% 20% 60% 53%

1997-1999 8 12.50% 0% 37.50% 50% 37.50%

2000-2005 39 18% 5% 38.50% 38.50% 46%

Judgement Stage

 

*  Method Not Specified includes articles claiming that expert judgement was performed but methods used 

were not specified 

**  Not Reported includes articles not claiming the use of expert judgement to evaluate items  
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Of these techniques, the Q-sort seems 

to be the most utilized as it was cited in six 

articles published between 2000 and 2005. 

Surprisingly, four of these followed the Q-sort 

procedure proposed by Moore and Benbasat 

(1991). It can then be concluded that when 

developing instruments, IS researchers prefer 

qualitative to quantitative approaches.   

Regarding pre-tests, our findings 

revealed that 29 studies in the period between 

1989 and 2005 conducted pre-tests on their 

initial instruments. As shown in Table 2 

above, compared to the 1989-1996 time 

period, the proportion of studies reporting pre-

tests in the period of 1997-1999 decreased 

slightly. However, this trend increased 

somewhat between 2000 and 2005.  

Nevertheless, it is interesting to see the inverse 

relationship between the judgement stage and 

the pre-test. In other words, there is a tendency 

for studies reporting the judgment stage to not 

describe pre-tests and vice versa. To further 

investigate this phenomenon, we explored 

studies reporting the utilisation of content 

experts only, pre-tests only, and both methods. 

The results are presented Table 3. 

Although the proportion of published 

studies reporting both the judgement stage and 

pre-tests increased considerably in the period 

of 2000-2005, Table 3 clearly shows the 

existence of an inverse relationship between 

the judgement stage and pre-tests.  A number 

of possible explanations for this exception are 

as follows. Firstly, many researchers often ask 

experts to provide additional comments on the 

clarity of the items.  Thus, researchers may 

find it unnecessary to pre-test the instruments.  

Secondly, researchers may assume that the 

judgement stage is the same as a pre-test. 

While both methods involve asking people‟s 

opinion about the developed instruments, the 

invited people and the tasks assigned to the 

participants are different. The judgement stage 

requires experts in a particular field of study to 

evaluate the items. The major aim is to ensure 

that the developed instrument measures the 

intended construct appropriately. Ordinary 

people can be used for the pre-test and they are 

generally asked to evaluate the clarity of the 

instructions, the comprehensibility of the 

items, and the design of the questionnaires. 

Thus, these two procedures are different in 

nature and they are not interchangeable. 

Consequently, studies reporting pre-tests but 

not the judgement stage should justify the 

content validity of their instruments.  

While Lynn (1986) emphasizes the 

importance of expert judgment to achieve 

content validity, a detailed review of sample 

articles within the period of 1989 and 2005 

revealed that there are four studies claiming 

the accomplishment of content validity based 

exclusively upon relevant literature reviews 

and existing scales. The major concern here is 

the extent to which the researchers feel 

confident that the generated items capture the 

essence of the construct domain. The 

confidence level can be increased with the 

utilisation of content experts as they will 

provide useful insights into the completeness 

and appropriateness of the items. Hence, the 

judgment stage is necessary to justify the 

content validity claim of the instruments.  

It is also of interest to observe whether 

the content validity process reported in 

published studies differs from journal to 

journal.  Table 4 shows the overall proportion 

of studies reporting the judgement stage and 

the pre-test in each of the sample journals. It 

can be noted that for the period 1997 to 1999, 

both JMIS and MS did not publish any 

instrument development papers and hence data 

cannot be projected. There are two possible 

explanations for this. Firstly, IS researchers are 

generally encouraged to utilize existing 

 

Table 3. Percentage of Studies Reporting Judgement Stage and Pre-test  

Period No. of 

Articles

Judgement 

Stage  Only

Pre-Test 

Only

Both  

Methods

Not 

Reported*

1989-1996 15 20% 33% 20% 27%

1997-1999 8 37.50% 25% 12.50% 25%

2000-2005 39 33% 18% 28% 21%  

* Not Reported includes articles reporting neither judgment stage nor pre-test 
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instruments and to develop new ones only if 

the existing ones are not applicable for their 

studies. This may inhibit the growth of scale 

development research in IS and thus not many 

papers were published in this area. Secondly, 

although the IS leading journals were sampled, 

they may not be the best publication outlets for 

instrument development types of research. For 

instance, MS may have different missions and 

objectives from IM as the former published 

only three instrument development articles 

while the latter published over 25 articles 

between 1989 and 2005.  

As shown in Table 4, compared with 

the periods of 1989-1996 and 1997-1999, the 

proportion of sample articles reporting the 

judgement stage increased for most journals 

between 2000 and 2005. Such a positive 

improvement shows that IS instrument 

developers have taken the validation issue into 

greater consideration, particularly in the area 

of content validity. Table 4 also shows that, 

compared with the period of 1997-1999, there 

is a slight decrease in the proportion of studies 

reporting the judgement stage in MISQ for the 

period of 2000-2005. This trend is similar to 

ISR, where a slight decrease was detected in 

the period of 1997-1999 compared with the 

period of 1989-1996. This finding is not 

conclusive as there was only one paper 

published in each journal within these periods. 

Nevertheless, it was surprising to find that 

while IM published the largest number of 

instrument development papers in the period 

of 2000 - 2005 (n=20), the proportion of 

studies reporting the judgement stage was 

quite low compared with the other journals.   

Knowing that the proportion of studies 

reporting the judgement stage increased in 

most journals, it is of interest to find out which 

journal(s) reported the content validity stage in 

a more rigorous way. As shown in Table 5, 

most published studies across the five journals 

have described the judgement stage process; 

however, only articles published in IM, JMIS, 

and MISQ reported the utilisation of a specific 

approach to content validation between 2000 

and 2005. Furthermore, Table 6 shows that, 

compared with the other sample journals, a 

high proportion of articles published in JMIS 

reported a thorough content validation process, 

including the utilisation of the qualitative or 

quantitative approach to the content expert 

judgment process, as well as pre-tests.  Again, 

considering that IM published the largest 

number of instrument development studies, it 

is quite surprising to see that it has the highest 

proportion of studies not reporting either the 

judgement stage or pre-tests more recently 

between 2000-2005.  

When reviewing the sample articles, it 

was also found that sections describing the 

expert judgement process and pre-test 

 

Table 4. Percentages of Studies Reporting Judgement Stage and Pre-test by Journal 

Journal 89-96 97-99 00-05 89-96 97-99 00-05

IM 50% 25% 45% 25% 50% 40%

JMIS 40% - 86% 60% - 100%

MISQ 25% 100% 80% 75% 100% 20%

ISR 100% 67% 80% 100% 0% 20%

MS 0% - 50% 0% - 50%

Judgement Stage Pre-Test

 
 

Table 5. Percentages of Studies Reporting Specific Content Validation Methods by Journal 

Journal

86-96 97-99 00-05 86-96 97-99 00-05 86-96 97-99 00-05 86-96 97-99 00-05

IM 0% 0% 5% 0% 0% 5% 50% 25% 35% 50% 75% 55%

JMIS 20% - 43% 20% - 14% 0% - 29% 60% - 14%

MISQ 0% 100% 60% 0% 0% 0% 25% 0% 20% 75% 0% 20%

ISR 100% 0% 0% 0% 0% 0% 0% 67% 80% 0% 33% 20%

MS 0% - 0% 0% 0% 0% 0% 0% 50% 0% 0% 50%

Judgement Stage

Qualitative Quantitative Method Not Specified* Not Reported

 

*  Method Not Specified includes articles claiming expert judgement was performed but methods used 

were not specified 
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Table 6. Percentages of Studies Reporting Judgement and Pre-test Methods by Journal  

Journal

86-96 97-99 00-05 86-96 97-99 00-05 86-96 97-99 00-05 86-96 97-99 00-05

IM 50% 25% 30% 25% 50% 25% 0% 0% 15% 25% 25% 30%

JMIS 20% - 0% 40% - 14% 20% - 86% 20% - 0%

MISQ 0% 0% 60% 50% 0% 0% 25% 100% 20% 25% 0% 20%

ISR 0% 67% 60% 0% 0% 0% 100% 0% 20% 0% 33% 20%

MS 0% - 50% 0% - 50% 0% - 0% 100% - 0%

Judgment Stage Only Pre-Test Only Both Methods Not Reported

 
 

were generally short and not substantially 

described. The fact that an increasing number 

of journals limit the length of submissions may 

constrain the researchers to shorten this 

section. This is possibly one of the reasons that 

IS researchers have not adequately addressed 

the issue of content validation in instrument 

development studies. There are two 

suggestions to address this issue. Firstly, since 

the development of an instrument requires a 

number of sequential stages to be performed, 

journal editors should be flexible about the 

number of submitted and published pages for 

papers in this area. Secondly, researchers 

could write an article focusing on the content 

validation stage of their instrument 

development process. While it is not common 

for such a paper to be published in the IS field, 

it is widely published in other streams, for 

instance, Barbara (1997), Beitz and Rijswijk 

(1999), and Zuzelo, Inverso, and Linkewich 

(2001).  

Based on our findings, it can be 

concluded that there is advancement in the 

proportion of studies reporting the content 

validity stage within the period of 2000-2005 

compared with the period of 1989-1999. It is 

also apparent that only a small proportion of 

studies reported the use of qualitative and 

quantitative methods for item refinement in the 

expert judgement stage.  The use of the 

qualitative technique seems to be more 

favoured, indicated by more frequent use of 

the Q-sort technique.  The shortage of IS 

literature discussing the quantitative approach 

to content validation may be the reason for this 

trend.  Therefore, to encourage IS researchers 

to consider the quantitative approach as an 

alternative method for assessing content 

validity, the next section describes how this 

approach can be employed when validating a 

Business-to-Employee (B2E) portal user 

satisfaction instrument.  

CONTENT VALIDATION OF THE B2E 

PORTAL USER SATISFACTION 

(B2EPUS) INSTRUMENT 

Business-to-Employee (B2E) portals 

have been widely implemented in various 

organisations. These portals are specifically 

developed to support the access and 

availability of customized and personalized 

information for employees. While benefits of 

such portal implementation have been 

significantly promoted in business literature, 

there is no theoretical framework that can 

guide organisations in determining the extent 

to which their portal implementations are 

successful. Our proposed approach is to 

measure user satisfaction with B2E portals. 

Since existing user satisfaction instruments in 

IS research cannot be applied to measure the 

B2EPUS construct, we decided to develop a 

new one.  

When developing the  B2EPUS 

instrument, we found it necessary to assess the 

content validity of the instrument as it is the 

first type of validity to be established prior to 

examining other types of validity (Ebel 1967). 

In our study, the major purpose of content 

validity assessment is to ensure that all items 

generated to measure the B2EPUS construct 

are relevant to, and representative of, the 

construct. If the items are proved to be content 

valid, the researchers should feel confident 

that the instrument is able to measure the 

investigated construct.  

This section discusses a quantitative 

approach to content validation assessment for 

the Business-to-Employee (B2E) portal user 

satisfaction instrument. As the aim of this 

section is to demonstrate the use of the 

quantitative approach in content validation of 

an instrument, some parts that are considered 

unnecessary to discuss in detail have been 

omitted. Detailed explanation of various 

phases of this research can be found in Tojib 
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and Sugianto (2006), Tojib and Sugianto 

(2007), Sugianto and Tojib (2007). Following 

Lynn (1986), the content validation procedures 

were divided into two stages: development and 

judgement.  

Stage 1: development stage 

The preliminary stage in developing an 

instrument includes conceptually defining the 

construct domain to be measured. In our study, 

the domain of the B2EPUS construct, which 

consists of nine dimensions, was identified 

from user satisfaction and B2E portal literature 

(shown in Figure 1). In keeping with the 

recommendation of Lewis, Templeton, and 

Byrd (2005), the sub-parts of each dimension 

were then determined and each sub-part was 

then converted into an item on the B2EPUS 

instrument. Whenever appropriate, items were 

derived from existing general user satisfaction 

instruments or relevant IS literature. Initially, 

47 items were generated.  These items were 

then refined in the subsequent analysis: the 

judgement process.  

Stage 2: judgement process  

As content validity mostly depends on 

the content experts‟ judgement, it is very 

crucial to select the right experts.  For the 

purpose of content validating the B2EPUS 

instrument, the criteria for selecting the 

content experts were derived from the 

guidelines proposed by Grant and Kinney 

(1992) that is, 1) they must hold a PhD 

qualification or be PhD candidates; and 2) they 

should actively conduct research in the domain 

of interest or have professional experience in 

B2E portal development.   The procedures for 

recruiting the experts, and collecting and 

analysing the obtained responses are described 

in the following section.  

First round judgement process  

Personalized email invitations were 

sent to the 32 academics, two doctorate 

students, and the members of EDUCAUSE 

portal mailing list. Each email outlined the 

reasons that they were selected, the purpose of 

the study, and a request for their participation 

in the study. For those who agreed to 

participate, a specific, structured instruction 

document was emailed to each of them, 

outlining in detail the tasks to be completed. 

The response time was one month and within 

this time, eleven responses were received from 

the content experts. Five responses were 

excluded because some important sections in 

the document were not completed. Hence, only 

six responses could be included for further 

analysis and this were considered adequate as 

it met the minimum requirement 

recommended by Lynn (1986).  
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Figure 1. Conceptual Model of User Satisfaction with B2E Portal 
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They were asked to complete two tasks. 

In the first section, they were presented with 

nine dimensions of the B2EPUS construct, 

each with a definition. They were then asked 

to rate the importance of each dimension using 

a common 5-point rating scale (1 represents 

„Extremely Unimportant‟, 2 represents 

„Somewhat Important‟, 3 represents „Neutral‟, 

4 represents „Somewhat Important‟, and 5 

represents „Extremely Important‟). All mean 

values of the importance rating given for each 

dimension were greater than 3, suggesting that 

all dimensions were essential for the construct.  

In the second section, the experts were 

presented with 47 items that had been 

generated to measure the nine dimensions or 

factors.  They were to match each item with its 

nominated dimension and rank the relevancy 

of the item to the assigned dimension. When 

rating the relevancy of the item to each factor, 

they used a 5-point rating scale (1 represents 

„not at all‟, 2 represents „ very little‟, 3 

represents „somewhat‟, 4 represents „well‟ and 

5 represents „very well‟). The 5-point rating 

scale was used as Fehring‟s (1987) weighted 

score method was adopted to analyze the data. 

These tasks were to identify the extent to 

which the experts correctly assigned each item 

to the expected dimension; and to investigate 

how well the experts thought that each item 

fitted the definition of each corresponding 

dimension.   

When employing Fehring‟s (1987) 

method, the weighted ratios for each item were 

calculated.  The weights are as follows: 0 

weighting for rating 1, 0.25 weighting for 

rating 2, 0.50 weighting for rating 3, 0.75 

rating for weighting 4, and 1.00 weighting for 

rating 5.  The weights are provided to ensure 

that the maximum value for the total score is 

1.0 and an item considered irrelevant (to the 

tested constructs) by the experts will be 

discarded (Fehring 1987). Weighted scores for 

each item were averaged to produce ratios of 

importance. The cut off value for this method 

was the average weighted ratios less than or 

equal to 0.50 (Fehring 1987).  The results 

showed that there were fifteen items with 

average weighted ratios less than 0.50. Hence, 

our final decision was to exclude all fifteen 

items from further analysis.   

There were two modifications 

suggested by the experts. First, Confidentiality 

was combined with Security as they thought 

that these two dimensions are similar. Second, 

Efficiency was renamed Usefulness. 

Furthermore, it was decided to add five more 

items to the instrument for the following 

reasons. Firstly, after deleting 15 items, 

Timeliness and Information Content were 

affected. There was only one item left for 

Timeliness. As a single item measuring one 

dimension may incur threats of unreliability 

(Hinkin and Schriesheim 1989), it was decided 

to add two more items. Three new items were 

added to measure dimension Information 

Content because the remaining items did not 

adequately tap the sub-dimensions initially 

determined.  

Second round judgement process  

Although the quantitative approach to 

content validity usually does not require 

second round processes, we believed that the 

second round process for our study was 

necessary because some dimensions and items 

were revised and a number of new items were 

added. Furthermore, we would like to ensure 

that there is sufficient rigor in this process, 

bearing in mind that many scale development 

practices include measures that lack content 

validity in the item development stage (Hinkin 

1995). 

Similar to the first round, a 

personalized email invitation was sent to two 

doctorate students, five portal project leaders, 

one portal researcher, and one portal 

practitioner. Specific, structured instructions 

for these reviewers were then emailed to each 

of them, outlining in detail the tasks that were 

to be completed. They were asked to complete 

the tasks using Microsoft Word and to email 

the completed document to the researcher. 

Within one month, five returned the responses, 

two of whom failed to fill out some important 

sections. Hence, only three responses were 

retained and these met the minimum number 

of experts proposed by Lynn (1986).  

We decided to simplify the tasks, 

bearing in mind that content experts from the 

first round considered the assigned tasks were 

too exhaustive. This may be the reason that a 

number of content experts did not complete 

the tasks as specified in the instruction 
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document. The modified task was more 

appropriate to be analyzed by calculating the 

Content Validity Index (CVI). Thus, the 

instruction document was modified 

accordingly.  

In the second round, content experts 

were presented with the eight dimensions 

along with their individual definitions and 

corresponding items.  They were required to 

evaluate the extent to which each item is 

relevant to the assigned factor using a 4-point 

rating scale (1 represents „irrelevant‟, 2 

represents „somewhat relevant if phrasing is 

profoundly adjusted‟, 3 represents „relevant 

with some adjustment as to phrasing‟, and 4 

represents „very relevant‟) As stated by Lynn 

(1986), the 4-point rating scale is preferable 

for two reasons: 1) it does not include the 

ambivalent middle rating; and 2) it provides 

sufficient delineated information upon which 

to calculate a meaningful CVI.  The aim of this 

process is to ensure that all the revised items 

are relevant to the designated dimensions and 

to identify whether there are items that need to 

be further revised.   

Following Lynn (1986), the CVI for 

each item and for the whole instrument was 

calculated. The CVI value for each item was 

determined by the proportion of experts who 

rated it as content valid (a rating of 3 or 4). As 

there were only three responses, all three 

experts had to give a rating of 3 or 4 in order 

to retain the item. Three items were rated 1 or 

2; thus, these items were removed from the 

scale. The CVI for the entire instrument was 

91.89% (that is, 34 out of 37 items were 

judged content valid by the content experts). 

The CVI value clearly exceeded the expected 

minimum CVI of 0.80 (Davis 1992) and thus 

showed an adequate content valid instrument.  

We performed further item analysis for 

the remaining 34 items. We deleted redundant 

items as they did not add to construct validity 

(Nunnally and Bernstein 1994) and they made 

the instrument unnecessarily long (Gatignon, 

Tushman, Smith, and Anderson 2002). This 

investigation led to the exclusion of six more 

items. To conclude, after a systematic and 

thorough two-stage content validation process, 

the remaining 28 items were considered to be 

content valid. The scale refinement process is 

shown in Appendix 2.  

DISCUSSIONS 

This paper addresses two major topics 

related to content validity. Firstly, through a 

review of 62 instrument development articles, 

we have explored how rigorously IS 

researchers have content validated their 

instruments and which approach they most 

often utilize for the content validity 

assessment. Secondly, a case example 

describing the procedure for assessing content 

validity quantitatively when developing the 

B2EPUS instrument has also been presented. 

Further detailed discussion on each topic is 

described separately in the following 

paragraphs.  

Content Validity in IS Research  

A review of 62 sample articles on 

instrument development studies within the 

three periods of analysis (1989-1996, 1997-

1999, 2000-2005) revealed an increase in the 

number of IS researchers who content 

validated their instruments.  All studies 

reported in the sample articles accommodated 

the development stage of the content 

validation process.  Compared with the period 

of 1989-1999, there was an increase in the 

proportion of studies reporting the judgement 

stage in the period of 2000-2005. However, 

38.5% of the sample articles during this period 

still did not report the utilisation of content 

experts in validating the instrument items and 

hence, the assessment of content validity in 

developing new instruments has not yet 

reached a satisfactory level.  Furthermore, 

more than 50% of studies reporting the 

judgement stage within the period of 2000-

2005 did not report specific methods; that is, 

whether the qualitative or quantitative 

approach was used. The qualitative approach, 

particularly the Q-sort technique, was the 

preferred method used for identifying the best 

items to retain in the instruments. One possible 

explanation for this trend is the fact that Moore 

and Benbasat (1991) initially provided a 

thorough description of the Q-sort method, 

which may have attracted other researchers to 

use the same method. This may also explain 

the fact that the quantitative approach to 

content validity has not gained wide attention 

among IS researchers, particularly as none of 

the sample articles thoroughly reported a 

quantitative content validation approach.  
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A summary of content validation 

approaches presented in Table 1 attempts to 

compensate for the lack of literature on the 

methods and means of assessing content 

validity in IS research.  Although this 

summary demonstrates that content validity 

can be assessed qualitatively or quantitatively, 

both approaches can assist researchers to 

determine the content validity of their 

instruments. Researchers should evaluate the 

advantages and disadvantages of each 

approach and adopt the most appropriate 

method depending on the nature and purpose 

of their research.  

Content Validating the B2EPUS Instrument  

Having realized that the quantitative 

approach to content validity assessment in IS 

research is infrequently used, we considered 

the possibility of utilising this approach when 

developing the B2EPUS instrument. We 

initially evaluated the pros and cons of 

qualitative and quantitative approaches. We 

concluded that for our study, the quantitative 

approach was more appropriate than the 

qualitative approach for several reasons.  

Firstly, we were dealing with international 

expert panels and it was impossible to meet 

them face-to-face. We were not equipped with 

high technology communication facilities. 

Furthermore, time-zone differences may affect 

our ability to perform the structured 

discussions among experts.  Secondly, at the 

time we commenced our study, there were not 

many experts in B2E portals; hence, it was 

crucial for us to attract as many identified 

prospective experts as possible. The qualitative 

approach generally requires a higher 

commitment from the experts as they are 

expected to be involved in the item evaluation 

process until a consensus is reached. On the 

other hand, experts are required to participate 

only once when the quantitative approach is 

utilized. We cannot afford to take the risk of 

receiving a low response rate from the invited 

prospective experts; hence, the quantitative 

approach is more practical. Thirdly, all the 

experts on our panel were strongly engaged in 

their own work commitments so that they 

needed flexibility in communicating with the 

researchers (i.e. completing the required tasks 

and sending the completed document). Based 

on these reasons, we concluded that the 

quantitative approach to content validation 

was more feasible in terms of practicality than 

the qualitative approach.  

When performing the content 

validation process of the B2EPUS instrument, 

a number of unexpected circumstances 

occurred. We treated these as valuable lessons 

that other researchers can learn from our 

experience. Firstly, it is crucial to select the 

right people as members of the expert panel. 

They should have extensive knowledge in the 

area to be investigated as they will assist 

researchers in determining the most 

appropriate items to be included in the 

instruments. For an established discipline, it 

may be manageable to identify the experts. 

However, for more recently emerging research 

areas, it may take additional effort and greater 

time to identify the experts. It is quite common 

to find that not many people have expertise in 

the particular area of interest.  In our study, 

B2E portals are relatively new technologies, 

and therefore there are not many experts in the 

field. In addition, we also have limited 

knowledge about their expertise in B2E portal 

technology beyond their qualifications and 

research interests or portal experience.  To 

overcome this issue, we identified academics, 

researchers, and PhD candidates who have 

great interest in general portal technology. We 

invited them to participate in the study and 

also presented a brief explanation of the scope 

of B2E portals to them. The provision of 

relevant background information about the 

research topic will definitely assist the experts 

in evaluating the instrument items.   

Secondly, we invited more than 30 

prospective experts, including academics, 

portal researchers, portal practitioners, and 

PhD candidates.  In the end, there were only 

six and three responses used in the first and 

second round respectively. Although the 

response rate appeared to be low, this was not 

a major issue as it is adequate to have a 

minimum of three in the panel (Lynn 1986). 

What we experienced is quite common. 

Therefore, researchers should realise that 

something similar to this may well occur and, 

in anticipation of a low response rate, as many 

experts as possible should be invited to 

participate.  

Thirdly, although researchers can 

execute the item evaluation process once when 
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assessing expert feedback quantitatively, 

additional rounds may be required when the 

instrument is significantly modified. For 

instance, sometimes experts may suggest 

adding new dimensions or new items to the 

instrument. If they provide a reasonable 

explanation and justification for this, 

researchers may need to accommodate their 

suggestions.  At other times, as a result of 

deleting a number of items, researchers may 

need to add new items as the remaining items 

do not adequately capture the construct to be 

measured. Consequently, these changes will 

greatly modify the conceptual model of the 

construct to be measured. Therefore, in such 

circumstances, an additional round of the 

judgement process is necessary. Similarly, in 

our study, new items were added and the 

conceptual framework was revised, thereby 

making a second round process inevitable in 

order to reach a robust conclusion. Based on 

this experience, researchers should always 

anticipate the need to conduct additional 

rounds for the content validation procedure. 

They need to ensure that they have a sufficient 

number of experts by: 1) asking for permission 

to contact those who have been involved in the 

first round should a second round be required; 

or 2) having a separate list of experts who can 

be invited for the second round of the content 

validation process.  

Finally, designing and prescribing the 

tasks to be performed by the content experts is 

another major issue to consider.  Since there 

are varieties of procedures that can be used to 

assess expert feedback, the advantages and 

disadvantages of each of them should be 

evaluated and the most appropriate procedure 

must be selected. Researchers often adopt the 

procedures that have been utilized by previous 

researchers with the hope that the familiarity 

of the given tasks may enhance the integrity 

and accuracy of the completed tasks.  In actual 

fact, the outcomes may not be according to the 

anticipated responses. In our study, in the first 

round, two tasks were given. Firstly, the 

experts were asked to match each item with its 

nominated dimension. Secondly, they were 

asked to rank the relevancy of the item to the 

assigned dimension. We followed previous 

research conducted by Head, Maas, and 

Johnson (2003) and Idyall, Hamrin, Sjostrom, 

and Unison (2001) in assessing these tasks by 

calculating the weighted-mean score.  We 

found that some of the experts in the first 

round did not complete the tasks as specified 

in the instruction document. We suspected that 

the tasks might have been too tedious for them 

or they might not have been familiar with the 

content validation procedures. Hence, for the 

second round, we decided to simplify the task, 

whereby they were asked only to rate the 

relevancy of each item to the assigned 

dimension. This task was commonly assessed 

by calculating CVI as can be seen from the 

work of Evans (2005), Barbara (1997), Beitz 

and Rijswijk (1999), and Zuzelo, Inverso, and 

Linkewich (2001). As different tasks were 

given in the first and second rounds, the 

feedback assessment methods needed to be 

adjusted, resulting in the employment of 

different methods for each of the two rounds.  

This shows that no matter how well 

researchers have prepared the tasks, these may 

not be well executed by the content experts. 

The least we can do to overcome this concern 

is to ensure that the instructions stated in the 

document are clear and concise. We might also 

need to separate the tasks into a number of 

smaller sub-sections to minimize the 

perception of lengthy and tedium. Finally, we 

should set the tasks in a simple and well-

structured format so that experts can easily 

comprehend what is required of them. 

Nevertheless, this study contains 

limitations that could be addressed in future 

studies.  Firstly, we included instrument 

development articles from only five leading IS 

journals. Future research may replicate and 

expand upon this study by increasing the size 

of the sample journals. Secondly, this study 

mainly focuses on exploring the methods, 

either the qualitative or quantitative 

approaches, that have been employed by IS 

researchers when developing their instruments. 

Future research may look at the relationship 

between the methods used for content validity 

and the research findings. It may also explore 

whether there are differences in research 

findings between those studies reporting, and 

those not reporting, content validity. Thirdly, 

an inverse relationship between the judgement 

stage and pre-tests was found and we have 

explored a number of possibilities explaining 

this trend. Future research may attempt to 
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empirically find explanations of this 

phenomenon.  

CONCLUSION  

The development of a reliable and valid 

instrument is a lengthy process. At its most 

basic level, an instrument must be content 

valid, in that generated items are 

representative of the construct to be measured. 

A review of past literature on instrument 

development studies revealed that the 

proportion of studies reporting content validity 

has indeed increased steadily but is still only 

60%.  Furthermore, it was also found that 

assessing content validity qualitatively has 

been the preferred method utilized by IS 

researchers when developing instruments. The 

employment of the weighted-mean score and 

content validity index for assessing content 

validity of the B2EPUS instrument has been 

described in this paper. It is hoped that this 

study will motivate IS researchers to conduct 

and report more comprehensive content 

validation procedures as well as consider the 

quantitative content validation approach.  
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APPENDIX 1: A SUMMARY OF CONTENT VALIDATION TECHNIQUE IN IS 

RESEARCH 

 
      Development Stage 

Judgment 

Stage 
Pre-Test Remark 

No. Year Author 
Domain 

Identification 

Item 

Generation 
      

1 1989 Joshi    
(L) 

  
(L)   

Generated items were evaluated by a panel of 

experts a number of times. Approach used to 
achieve consensus was not described.  

Preliminary instrument was pretested prior to 

pilot /full study. 

2 1991 
Moore and  
Benbasat 

  
(L) 

  
(S, NW)   

Generated items were refined using Q-sort 
technique. Pretest is used to comment on its 

length, wording, and instructions and to test 

initial reliability of the scale.  

3 1991 
Goodhue and  
Straub 

  
(L) 

  
(L)  NR 

The initial instrument was reviewed by a 
group of experts through extensive field 

interviews. The instrument was also reviewed 

by an independent group of people through 
interview and questionnaire responses. 

4 1992 
Saunders and  

Jones 
  

(L) 
  

(L)  NR 
Dimensions of the targeted construct and 

items were selected through the use of the 

Delphi approach.   

5 1992 
Webster and  
Martocchio 

  
(L) 

  
(S,NW) 

NR  

Evidence of content validity was provided by 
pretesting the scale to check the 

appropriateness of the items. Not specifically 

explained how this was achieved. 

6 1993 
Igbaria and  

Baroudi 
  

(L) 
  

(S) 
NR NR Expert judgment or pre-test was not reported.  
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7 1993 
Barki, Rivard,  

and Talbot 
  

(L) 
  

(S,NW) 
NR  

A pretest of preliminary instrument was 

conducted with 10 project managers and 8 

users, leading to minor modifications.  

8 1993 
Ferratt, Short,  
and Agarwal 

  
(L) 

  
(S,NW) 

NR  

Content validity reached through extensive 
review of literature to develop the conceptual 

domain of the construct. The instrument was 

pre-tested 3 times.  

9 1994 
Sethi and  
King 

  
(L) 

  
(L) 

NR NR 

Content validation was claimed based on 
thorough literature on developing conceptual 

model. Expert judgment was considered but 

not used because it raised a number of 
difficult issues (eg. How to define and choose 

experts). 

10 1994 
Barki and  

Hartwick 
  

(L) 
  

(S) 
NR NR 

A thorough review of literature enabled a 

representative and comprehensive sampling of 
the construct, providing evidence of content 

validity. 

11 1995 
Lewis, Snyder,  

and Rainer 
  

(L) 
  

(L)   

The instrument was developed based on 

Churchill (1979) paradigm. The initial 
instrument was pretested and pilot tested. 

Then, a panel of experts was invited to review 

the refined instrument. Quantitative content 

validity method using content validity ratio 
(CVR) by Lawshe (1975) was used. 

12 1995 
Abdul-Gader  

and Kozar 
  

(L) 
  

(L) 
NR  

The instrument was pre-tested through 

interview process. 

13 1996 
Jones  

and Harrison 
  

(L) 
  

(S) 
NR NR Expert judgement or pre-test was not reported.  

14 1996 Saarinen   
(L) 

  
(L )  NR 

Control group feedback was used to assess 

whether the construct and generated items 

were valid and representative.  

  
15 1996 Palvia   

(L) 
  

(L,S) 
NR  

Generated items were pretested prior to 

pilot/final study. 

16 1997 
Chin, Gopal, 

 and Salisbury 
  

(L) 
  

(NW)  NR 
Generated items were reviewed by experts but 

did not specify approach to gain consensus. 

17 1997 Davison   
(L) 

  
(L,S, NW) 

NR  

A series of pre-test were conducted to assess 

the representativeness of items but did not 
specify approach to gain consensus. 

18 1997 Palvia   
(L) 

  
(L ) 

NR  

The initial instrument was pre-tested in two 
rounds. Feedback from these pretests was 

used to refine the instrument. 

19 1998 
Agarwal  

and Prasad 
  

(L) 
  

(S,NW) 
NR NR 

Generated items were directly used for data 

collection. 

20 1998 
Govindarajulu  
and Reithel 

  
(L) 

  
(S)  NR 

Generated items were presented to researchers 
who were asked to scrutinise the list and 

delete items. 

21 1998 
Doll  

and Torkzadeh 
  

(L) 
  

(L ) 
NR NR 

The instrument was developed based on 

Churchill (1979) paradigm. However, the 
generated items were not subjected to expert 

judgment or pretest. 

22 1998 Segars & Grover   
(L, E, I) 

  
(NS)   

Proposed dimensions of the construct domain 

were reviewed by experts for several rounds. 
However, methods to generate items were not 

specified. Q-sort was utilized to ensure the 

developed items were adequate in capturing 
the construct domain.  

23 1999 
Raghunathan, 

Raghunatan,  

and Tu 

  
(L) 

  
(S,NW)  NR 

Generated items were reviewed by IS 

researchers to assess for their appropriateness 

and relevance. Then, IS executives were asked 
to complete the survey and comment on the 

clarity and appropriateness of the items. 
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24 2000 
Byrd  

and Turner 
  

(L) 
  

(L) 
NR  

The instrument was developed based on 

Churchill (1979) paradigm.  The initial 

instrument was pretested against IT managers 
who were asked to comment on the 

completeness, understandability, terminology, 

ambiguity of the items. 

25 2000 
Agarwal and  
Karahanna 

  
(L) 

  
(S) 

NR NR Expert judgment or pre-test was not reported.  

26 2000 
Seyal, Rahim, and 

Rahman 
  

(L) 
  

(L ) 
NR  

Generated items were pretested against 

academics who were asked to comment on the 

format and appropriateness of the items. They 

were also asked to add items which they 
believe should be included in the instrument. 

27 2000 
Chen, Soliman,  

Mao, and Frolick 
  

(L) 
  

(L )  NR 

Generated items were reviewed by a number 

of academics and practitioners who were 

asked to rate the relevance of the items in 
terms of end user satisfaction with data 

warehouses.  

28 2001 
Lurey  

and Raisinghani 
  

(L) 
  

(L) 
NR  

The initial instrument was pretested prior to 

final study. 

29 2001 
D'Ambra  

and Rice 
  

(L) 
  

(FG) 
NR  

The initial instrument was pretested against 

master students who were asked to comment 

on the items, drop duplicate items, modify 
double barreled and ambiguous items. 

30 2001 
Mak  

and Sockel 
  

(L) 
  

(L,S ) 
NR NR 

Content validity was established through a 

comprehensive study of relevant literature and 
existing instruments. 

31 2002 

McKnight,  

Choudhury,  

and Kacmar 

  
(L) 

 
 (S,NW) 

NR NR 
Generated items were directly used for data 

collection. 

  

32 2002 
Zhu  

and Kraemer 
  

(L) 
  

(NW)   

Generated items were reviewed by a panel of 

academic and industry experts but did not 

specify method to gain consensus. Then, the 
initial instrument was pretested. 

33 2002 
Salisbury,  

Chin, Gopal,  

and Newsted 

  
(L) 

  
(NW)  NR 

Generated items were reviewed by a panel of 

experts but did not specify approach to gain 

consensus. 

34 2002 
McKinney,  
Yoon,  

and Zahedi 

  
(L) 

  
(S)  NR 

The instrument was developed based on 
Churchill (1979) paradigm.  Generated items 

were reviewed by a group of experts but did 

not specify approach to gain consensus. 

35 2002 
Agarwal  

and Venkatesh 
  

(L) 
  

(NW)  NR 

Generated items were reviewed by different 

group of experts for 4 rounds. However, 

approach to gain consensus was not specified. 

36 2002 

Gatignon,  

Tushman,  

Smith,  
and Anderson 

  
(L) 

  
(NW)  NR 

The instrument was developed based on 

Churchill (1979) paradigm. Generated items 

were reviewed by a group of experts. Item 
was eliminated when a majority of experts 

responded that the item did not reflect the 

construct.  

37 2002 Bhattacherjee   
(L) 

  
(S,NW)   

Q-sort technique was used to refine the 
generated items. A measure of inter-rater 

reliability (Cohen's Kappa) was used to refine 

the instrument.  

38 2002 
Templeton,  
Lewis,  

and Snyder 

  
(L) 

  
(S,NW)   

The initial instrument was pretested to refine 
the instrument. Then, a panel of experts was 

invited to review the refined instrument. 

Quantitative content validity method using 
content validity ratio (CVR) by Lawshe 

(1975) was used. 
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39 2002 
Lee,Strong, 

Kahn,  

and Wang 

  
(L) 

  
(NS)  NR 

Generated items were reviewed by experts to 

ensure that all items were the representative of 

the construct. These items were then reviewed 
by other group of users to ensure that the 

potential respondents understand the meaning 

of the items. This review and editing process 

was repeated until agreement was reached. 
Approach to gain consensus was not specified. 

40 2002 
Aladwani  

and Palvia 
  

(L) 
  

(L )  NR 

The instrument was developed based on 

Churchill (1979) paradigm. Delphi technique 

was used to refine the instrument. Consensus 
was achieved after 3 evaluation rounds. 

41 2003 

Balasubramanian, 

Konana,  
and Menon 

  
(L) 

  
(L,I) 

NR  

Generated items were pretested twice. The 

instrument was refined based on the feedback 
from each pretest. Method to retain/delete 

items was not specified.  

42 2003 

Peace,  

Galletta,  
and Thong 

  
(L) 

  
(S,NW)   

Generated items were reviewed by a panel of 

experts. The refined items were then pretested 
twice. Method to gain consensus was not 

specified.  

43 2003 
Teo, Wei,  

and Benbasat 
  

(L) 
  

(L)  NR 
Generated items were refined through 4 round 

Q-sort technique described by Moore and 
Benbasat (1991).  

44 2003 

Osmundson,  

Michael,  

Machniak,  
and Grossman 

  
(L) 

   
(NS) 

NR NR 

The article mentioned the use of interview and 

focus group meetings. However, it did not 

specify whether these two techniques were 
used for generating or refining items. 

45 2003 Wang   
(L) 

  
(L,S )  NR 

A panel of experts was asked to review the 

generated items and recommend adding 3 
items. Method to retain/delete items was not 

specified. 

  
 

46 2003 
Torkzadeh  

and Lee 
  

(L) 
  

(L,E) 
NR NR 

Practitioners who were involved in item 

generation felt that the list of items was 

complete.  

47 2004 
Bassellier  
and Benbasat 

  
(L) 

  
(S,NW)  NR 

Generated items were refined through Q-sort 
technique described by Moore and Benbasat 

(1991).  

48 2004 
Muylle,  

Moenaert,  
and Despontin 

  
(L) 

  
(I, L) 

NR NR Expert judgment or pre-test was not reported. 

49 2004 
Van der Heijden  

and Verhagen 
  

(L) 
  

(L,FG ) 
NR NR 

The instrument was developed based on 

Churchill (1979) paradigm. Expert judgement 

or pre-test was not reported. 

50 2004 Chiou   
(L) 

  
(S ) 

NR  
Generated items were pretested prior to 

pilot/final study. 

51 2005 Xia and Lee   
(L) 

  
(L, I, FG)   

Generated items were refined through Q-sort 
technique. Then, the pre-test was conducted in 

the form of individual interviews. The purpose 

of the pre-test was to further refine the 

instrument.  

52 2005 Chang and King   
(L) 

  
(S,L,E )   

Generated items were refined through 2 round 

Q-sort technique described by Moore and 

Benbasat (1991).  

53 2005 
Kim, Umanath,  
and Kim 

  
(L) 

  
(S)   

Generated items were reviewed through 
multiple structured interviews but method to 

gain consensus on items did not specify. The 

refined items were then pretested.  

54 2005 
Ko, Kirsch,  
and King 

  
(L) 

  
(S,NW)   

Generated items were reviewed by a group of 
experts and pretested by a group of 

consultants and clients.  However, method to 

retain/delete item was not specified. 
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55 2005 
Kankanhalli,  

Tan, and Wei 
  

(L) 
  

(S,L,NW)  NR 
Q-sort technique described by Moore and 

Benbasat (1991) was employed.  

56 2005 Lai and Li   
(L) 

  
(S,NW)   

The generated items were reviewed by a 
group of experts but method of 

retaining/deleting items was not specified. 

The refined items were then pretested. 

57 2005 
Kim  
and Umanath 

  
(L) 

 
 (NS) 

NR  

The initial instrument was pretested through 
structured interviews but method to 

retain/delete item was not specified. 

58 2005 Huang   
(L) 

  
(I,L) 

NR NR Expert judgement or pre-test was not reported.  

59 2005 
Molla  
and Licker 

  
(L) 

  
(NS)  NR 

A panel of experts was asked to judge the 
degree of relevance of each item. They were 

asked to suggest additional items that were not 

covered in the instrument. In checking how 
evaluators agreed in their assessment of 

variable, inter-observer reliability was 

evaluated using correlation coefficients.  

60 2005 
Lee, Lee,  
and Kang 

  
(L) 

  
(E)   

The instrument was developed based on 
Churchill (1979) paradigm. Generated items 

were reviewed by a group of experts to 

determine the quality of the items. Then, 
pretest was conducted to evaluate the 

instrument based on its clarity and 

understandability. 

61 2005 
Yang, Cai,  
Zhou, and Zhou 

  
(L) 

  
(FG )  NR 

Generated items were reviewed by the 
managers and users. Some items were refined 

based on their suggestions. Method to 

retain/delete item was not specified. 

  
 

62 2005 
Shi, Kunnathur,  

Ragu-Nathan 
  

(L) 
  

(L)   

Generated items were reviewed by the IS and 

quality directors through field interview.  

The interview result validated the construct 
and enhanced the design of measurement 

items.  

  
* L= derived from literature; S= adapted/adopted from existing instruments; FG= focus group; I = interview; 

NS = not specified; NW = develop new item; E = derived from experts‟ or practitioners‟ opinion; NR = not 

reported. 

APPENDIX 2: THE B2EPUS SCALE REFINEMENT PROCESS 

 
Original Items Items in CV First Round Items in CV Second Round Final Items  

The portal is accessible from my 

office.  X X 

The portal is accessible from my 

home through internet connection.    

The portal is accessible from 

mobile devices such as mobile 

phone and PDAs. 
 X X 

The portal is accessible 24 hours a 

day, 7 days a week from anywhere.   

Revised: 

The portal is accessible 24 hours a 

day, 7 days a week. 

Gaining access to portal is easy.    
Learning to use the portal is easy 

for me.    

The portal is user friendly.   

Revised: 

The staff portal is user friendly with 

abundant help functions and useful 

button and links. 

The portal is easy to navigate.   

Revised: 

The staff portal is easy to navigate, 

both forward and backward. 

When I am navigating the portal, I 

feel that I am in control of what I 

can do.  
   

Training on how to use the portal is 

not necessary as the portal is easy to 

use.  
  

Revised: 

No training on how to use the staff 

portal is necessary as the portal use 

is self-explanatory. 

When I access the portal, there is 

very little waiting time between my 

actions and the web site's response.  

X X X 
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The speed of the responses to your 

request of information is good.  
X X X 

The portal assists me in performing 

my tasks better.    

Revised: 

The portal assists me in performing 

my task with a better quality. 

Using the portal enables me to 

accomplish tasks more quickly    

The portal has improved my 

productivity.     

The self-service function provided 

in the portal has successfully 

streamline work processes.  
   

The portal lets me do more work 

than was previously possible.    

Revised: 

The portal lets me do more work 

electronically than was previously 

possible. 

I am concerned that personal 

information I submit through the 

portal could be misused. 
  

Revised: 

I feel confident in submitting 

personal information through the 

staff portal because it will be 

properly used by authorised people 

I am concerned about submitting 

information through the portal 

because of what others might do 
with it. 

  

Revised: 

I am certain that personal 

information I submit through the 
staff portal will be properly used by 

authorised people. 

I am concerned about submitting 

information through the portal 

because it could be used in a way I 

did not foresee. 

X X X 

The use of a single sign on 

procedure (i.e. one  password to 

access all information) increases the 

security of the portal.  

 X X 

 

I feel the portal is secure.    
I am concerned that someone else 

can access my personal information 

that is available through the portal.  

X X X 

I am concerned that my personal 

information could be made 

available to unknown individuals 

without my knowledge.  

X X X 

The portal enables me to share 

information with other colleagues.   

Revised: 

The portal enables me to share or 

exchange project/task information 

with my team member colleagues. 

The portal enables me to share 

information with the whole 

organisation. 
  

Revised: 

The staff portal enables me to share 

general information via email or on 

website with other colleagues in the 

whole organisation. 

The portal facilitates me in 

collaborating with other colleague.    

Revised: 

The staff portal facilitates my 
collaboration work with all 

colleagues. 

The portal makes it easy for me to 

discuss issues with other 

colleagues.  
  

Revised: 

The staff portal enables me to 

discuss work or project issues with 

my immediate work colleagues. 

The information provided by the 

portal is correct.   X X 

I am satisfied with the precision of 

information presented on the portal.    

Revised: 

I am satisfied with the accuracy of 

information presented on the portal. 

The portal records and processes 

data without making any errors.  
X X X 
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The information provided by the 

portal is updated regularly. 
X X X 

The portal keeps me informed with 

the latest information.  
X X X 

The information provided in the 

portal can be trusted.    

The portal always produces 

dependable information regardless 

of when and where I access it.  

X X X 

I only have access to information 

that is related to my roles within the 

organisation. 

X X X 

I am not overloaded with 

information as only relevant 

information is provided.  

X X X 

Information presented on the portal 

meets my needs.    

The information provided by the 

portal is clear. 
X X X 

The information provided by the 

portal is understandable.  
X X X 

The text on the portal screen is easy 

to read.  
X X X 

The portal is aesthetically designed.     
The portal screen layout design 

makes it easy for me to find the 

content I need.  

X X X 

The design of the portal is 

attractive.     

The portal uses proper font size.   X X 

 

The portal uses proper colours.   X X 

 

Add:  

It does not take much time to go from one 

link in the portal to another.  

X X 

 

Add: 

While using the portal, there is very little 

waiting time between my action and 

portal's response. 

X X 

 

Add: 

I can rely on the information provided by 

the portal. 
  

 

Add: 

Information presented on the portal is 

dependable.  
  

 

Add: 

The information provided by the portal is 

always updated. 

X X 
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