Chapter 7 Validity
Valid - literally means "Truthful."  Validity deals with the extent to which the test is "telling us the truth."

Compared with Reliability - Analyzing validity and improving it is a much more "difficult" and "subjective" process. 
Types of validity:
1. Construct Validity - extent to which the test measures what we think (or hope) it measures.

2. Content Validity - extent to which the test items cover all aspects of the domain or construct of interest.

3. Criterion Validity - extent to which the test correlates with measures of the same or similar domains or constructs (this one gets the most attention)

3a. Concurrent Validity - extent to which the test correlates with a criterion measure at the same point in time (e.g., our new anxiety test is correlated with an established anxiety test).

3b. Predictive Validity -  Extent to which the test predicts performance on a future measure / criterion (e.g., GRE scores and Grad. School GPA).

4. Face Validity - extent to which a look at the question tells you what is being measured.

Validation Measure - the test or measure with which we compare our new measure.  We might validate a new IQ test by comparing it with the Stanford-Binet.

Validity Coefficient - " rxy " - we are really already familiar with this, Pearson's r between X and Y.

”X"  - is always the "predictor"

"Y"  - is always the "criterion"

Relationship Between Reliability and Validity - A test can be reliable without being valid.  It cannot be valid without being reliable.  "Reliability is Necessary But Not Sufficient" for validity.

Maximum Value of the Validity Coefficient - rxy can only go as high as the  reliabilities of the two measures (X and Y) will allow. 

rxy max  =  SQRT (rxx) (ryy)

Theory Behind Validity Analysis

Recall from Reliability Theory   "X = T + E"   Any raw score (X) is made up of True Score or "stable characteristics" (T) plus some Error (E).

In validity theory and analysis, we are breaking up  " T " (true characteristics) into " R " (relevant)  and " I " (irrelevant) characteristics of the individual.
So now,   " X = R + I + E "  This is the "Theory of validity analysis."
"R / X"   -   Proportion test score representing differences in "Relevant characteristics."

"I / X"   -   Proportion test score representing differences in "Irrelevant characteristics."

"E / X"   -   Proportion test score representing "error," as before.

And, If the above is true, then:

2X = 2R + 2I +  2E 
10   =  4   +  4  +   2 (example from ch. 6)

NOTE: Out of our " 8 " units of true variance (from Ch. 6 example), only " 4 " units are "relevant" true variance.

This is why validity coefficients will ALWAYS be lower than reliability coefficients.

Recall that rxy2 (coef. of determination) represents the proportion of variance in Y accounted for (predicted) by X.  Therefore  rxy2 =  2R  /  2X  ( see pg. 227)
Calculating Criterion Validity - Simply correlate a predictor X (e.g. test of decision making skill) with a criterion Y (job performance).  rxy is the validity coefficient and rxy2 is the proportion of variability in Y predictable from X.

Standard Error of Estimate (SE) and Confidence Intervals (around a Y' score)

Standard Error of Estimate (SE) - is the standard deviation of the residuals!  In other words   y-y'SQRTY-Y'Thankfully, we don't have to go through all that because (pg 234-5).  

SE  =  y * SQRT 1 - rxy2
Confidence Interval Around a Y' Score - two values (upper and lower bounds) define an interval (centered on Y').  Tells us with what degree of certainty (e.g., 95%) the person's predicted score on Y' (criterion) lies between the upper and lower bound values.

68% CI  =  X + or - 1(SE)

95% CI  =  X + or - 1.96(SE)
Factors Affecting CI  Width: In addition to the factors we learned previously, the higher the value of rxy2, the smaller (narrower) will be the interval.

Selection Efficiency (Efficacy) Analysis - Answers the question, "Does using a predictor (test) improve our decision making over decision making without use of the test?"  (e.g., in employee selection)

Factors Affecting Selection Decisions:

Base Rate - the proportion of people in the analysis successful on the criterion regardless of score on the predictor  BR = # successful / N.  Predictor tests are most likely to be useful when BR is moderate (around 50%).

Selection Rate - tells us whether using a test makes sense.  If only 11 or 12 people apply for 10 jobs (high selection rate), a test won't likely be worth the effort.  In an analysis, SR = the proportion of the group selected GIVEN A PARTICULAR PREDICTOR CUTOFF.    SR = # selected / N.
This is a Three Step Process:
Step 1. Select a predictor cutoff to get the desired selection rate and create a table based on predictor and criterion scores.  There is ONLY ONE CORRECT WAY TO SET UP THE TABLE.  Calculate the "Total Hit Rate"  (TP + TN) / N

Step 2. How does our predictor-based decision making compare with what it would have been without using the selection strategy?  Create a "randomly  generated table" based on base rate (BR) and selection rate (SR) only.   Calculate the "Total Hit Rate" (TP + TN) / N again and compare to the step 1 table.

Step 3. If the selection strategy helped, can we make it even better?  Try changing the predictor cutoff (raise or lower) to get a higher "Total Hit Rate"  NEVER CHANGE THE CRITERION CUTOFF.

Content Validity - is best obtained by applying "REDUCTIONISM" to the domain (i.e., breaking it down into its basic parts and doing an analysis of it, essentially a construct explication).   Content validity is increased by:

1. including items that cover all relevant facets of the domain

2. excluding items that do not really belong to the domain

Construct Validity - is assessed by evidence from many sources.

1. Congruent Validity - expect high pos. corrs. with other measures of the same construct.

2. Convergent Validity - expect high pos. corrs. with measures of similar or compatible constructs (e.g. anxiety with shyness).

3.  Discriminant (divergent) Validity - expect high NEG. corrs. with measures of "incompatible" constructs (e.g. anxiety with boldness).

4. Criterion Validity - expect high pos. corrs. with physiological, behavioral measures of the same construct (e.g., HR &  BP, sweaty palms, hyperventilating).

5. Experimental Manipulation - high scorers on the anxiety test should react more 

 than controls in an experiment (e.g., a "DRUG CHALLENGE" study using CO2 or caffeine).

6. Factor Analysis - (invented by Spearman?, used extensively by Cattell).  When performed on the test items, only a single factor (or a small number) should emerge.

