Stress Performance Testing (SPT) best practices for web applications

Summary

This article focuses on the significance and meaning of performance for any enterprise scale web applications in today’s internet based arena, the performance test strategies and finally the best practice of Stress Performance Testing (SPT) which helps early detection of performance issues.  Article also focuses on importance of stress performance testing (SPT), approach to plan and perform SPT for enterprise scale web applications. It mainly sheds light on a complete and standard approach for SPT for Web applications comprising both front-end and back-end modules. This article will provide Project managers, Test managers and IT architects a detailed overview of when and why SPT should be performed, what are the steps required, issues and challenges faced in different steps and what must be documented in the final SPT report.  The article predominantly emphasizes the needs of performance test for web/enterprise applications in today’s internet based arena and how SPT helps identifying performance issues. Finally, a real-life business scenario (Web Portal Application) is used to elaborate the approach described in this article.
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Objectives 

This article predominantly sheds light on SPT best practices, strategy and step-by-step guide for SPT planning and execution process. Readers will be familiar with:

· Importance of enterprise scale web applications in today’s internet based arena

· Why is performance so important for such applications

· How to measure the performance – what are the test strategies

· How can SPT help in prior determination of performance issues

· How to create SPT Plan

· Why and how to load test-data in SPT environment to increase reliability of the SPT result 

· How to record & manipulate test scripts using VUGen tool.

· How to execute scripts (Run SPT) using Performance Centre  tool

· Analyze SPT report and measures against SPT plan and non-functional requirements of the application. 

By the end of this article, you should be able to:

· Understand the need for real time high level performance for enterprise  scale web applications

· Understand how the performance of enterprise applications can be measured and base lined before go-live.
· How does SPT help in improving future performance of web  applications

· Understand definition of SPT

· Understand the motivation behind SPT 

· Understand the best practices for planning and performing SPT 

· Understand how to interpret SPT result and defining enterprise application performance baseline , based on the outcome of the SPT result

Prerequisites

This article is written for IT architects and Test managers with an interest to learn more about Stress Performance Testing for complex enterprise scale web applications. In order to conduct and execute the SPT, target audiences are expected to be 

· familiar with Non-functional requirements (specifically performance, throughput and scalability) and Capacity Plan of an application

· well understanding of the parameters  and metrics associated with applications’ resource consumption and  non-functional requirements  e.g. average response time, average throughput, server Response (CPU, Memory, Disk) for all server nodes, if configured. 
Introduction

Nowadays organizations worldwide face the challenge of meeting the scalability and performance requirements for their online web applications. Web applications are one of primary channels of attracting customers to the products and services of the organizations and these applications need to be available, scalable and respond to user requests promptly in order to meet growing user demands. In most cases, usage of such applications is huge and unpredictable. So there needs to be a reliable way of ensuring that the applications meet such growing demand during development or new releases.

Why SPT is so important? Most performance issues occur only when the server is stressed with an excessive user load. This means that we should perform SPT to know how many concurrent visitors can access web application (typically web-site) so that it will serve immaculately. It seems very difficult to arrange such testing without the help of actual users. The one way is to use conducting SPT using tool which can simulate real users to verify the performance of web application (i.e. web-site) and find any bottlenecks. 

What is SPT? It is stress test for verifying if web application can meet the non-functional requirements in a given hardware / software environment. SPT can also be used to understand the upper limits of load that a web application can accept and still meet the NFRs. Performance test monitors such things as throughput, system latency or response time. Stress testing is the process of determining the ability of web applications within a system to maintain a certain level of efficiency under unfavorable conditions (e.g. high peak hour load). Stress testing can be time-consuming and tedious, but can provide a means to measure graceful degradation, the ability of a system to maintain limited functionality even when a large part of it has been compromised.  SPT is meant to verify whether web application within a system meets the capacity plan provided by client. This process is for fulfilling application’s capacity parameters such as load, performance, throughput, efficiency or reliability.

Why Performance Important

An extremely fancy and user friendly web application with poor performance can degrade business in a significant way. Performance of a web application acts a very significant deciding factor in how they perform in real time for the customers. It plays a major role in the successful outcome of most web based application It’s a real factor that matters enterprise scale web application to have the ability to attract visitors e.g. faster web-sites for sure will receive more attention and  also ensure customer satisfaction.
Therefore, an enterprise application should have the performance as an important aspect in order to drive the business through real time solution (e.g. internet web-site).  At the same time, performance is one of the hardest things to accurately and properly measure for web based traffic. 

In a nutshell, an enterprise solution with quality & excellent performance can result in more customers being served, more business and more profit. 

Why SPT

Performance of enterprise scale web application is measured by considering several kinds of testing   strategies.  Some of them are Load testing, Stress testing, Soak testing, Spike Testing, Configuration Testing.  Here, SPT comprises both load and stress testing in a single conduct wherein the behavior of the application will be tested under a precise & projected load and also to determine the application's robustness and tolerance in very high load.  
There are several situations where an enterprise web application requires SPT to be conducted. The goal of SPT is to identify how well a web application performs against the agreed non functional requirements and Capacity Plan defined by client.

Some of the main objectives of SPT include the following:

1. To identify:

a. The hardware and/or the system's configurations/communication bottlenecks and their causes

b. Application’s response time

c. Application’s throughput

d. Maximum concurrent users that application can bear in a system

e. Resources (E.g. CPU, RAM, network I/O, and disk I/O ) utilizations that  application consumes during the test

f. Behavior of the system under various workload type including normal load, and peak load 

g. Application breaking point. 

h. Symptoms and causes of application failure under stress conditions identified from capacity plan

i. Weak points in the application. For example, an increase in the number of users, amount of data, or application activity might cause an increase in stress

2. To verify the reliability of the application under stress.

3. To find out application’s behavior under extreme load conditions

4. To discover application bugs that occurs only under high load conditions. These can include such things as synchronization issues, race conditions and memory leaks. 

5. To find out the application's robustness in terms of extreme load and helps application administrators to determine if the application will perform sufficiently if the current load goes well above the expected maximum.

These are some of the possible scenarios where SPT for enterprise web applications should be considered:

1. Development of a new application with strict non functional requirements as mentioned above

2. Major rollout, new release with considerable changes to existing implementation

3. Hardware/Software upgrade for  a web application

4. Updates of non functional requirement, capacity plan 

5. Other changes to existing runtime environment e.g. Supporting additional data in database 

SPT process

Following diagram (Figure - 1) shows the process followed in planning and executing SPT.  Individual tasks are detailed below.
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Figure – 1

Create SPT Plan

Purpose of the SPT plan is to identify the load that should be put on the system under test, environment under which test should be conducted and the resources required for performing the test.

Developing a typical SPT plan involves the following tasks:

Ensure of having updated Business Capacity Plan (BCP)
The business capacity plan (BCP) gives an idea about current and projected usage of different scenarios of the application. The capacity plan will, in addition to the usage statistics, show expected usage for short term, medium term and long term ahead for the components included in the capacity utilisation.  So as part of this activity, we should have details of system’s past/present/future usage statistics i.e. capacity plan.

Whether application is with following state - but capacity plan must be updated.

· With new release having business requirements established and use-cases defined

· With new releases new functionality is added

· With new releases having software being upgraded. Because this will expedite for executing next time SPT on upgraded software, with desired result.

BCP must be comprised with average load, peak hour load of each use-case of the application. These are not only for the current period but also as a minimum for few years (2-5) in advance, in order to ensure that the system implemented will meet the scalability requirements. It is clients’ responsibility to keep BCP always updated however this requires cooperation with Project Manager and IT Architect. This activity mainly enforces PM and architect to liaison with client to ensure of having the latest BCP.  BCP is mandatory and important for SPT in order to calculate the load distribution required for SPT load. 

Validate Business Capacity plan against actual load
Depending of the application’s position (whether newly developed for the system or already existed in the system) some BCP is consider as ‘guess work', in that case BCP contents must be validated against current usage load, to ensure that 'expected current peak hour'  is realistic. This task must be performed by IT Architect with help from Project Manager and other resources.

Ensure of having updated Technical Capacity Plan (TCP).
The TCP is the 'application oriented' capacity plan that identifies number of calls across each interface (both ingoing and outgoing) and other capacity information. The TCP should be defined as a parameterized plan, with the values from BCP as the main driving parameters

With new releases, new functionality is added - but TCP is not always updated. It is IT Architect’s responsibility to ensure the TCP is updated whenever BCP is modified.

Identify Use-cases for SPT
This is considered to be the core work i.e. to identify the uses-cases to be executed for SPT. Objective here is to identify the minimum set of use-cases required that adequately defines required load distribution. If new functionality is added where extra load is expected this needs to be taken into consideration when deciding on what use-cases to select for the SPT. Another consideration is that use-cases that might put a heavy load on the application but which are practically never used should not be part of the SPT. So it is needed to find the right balance between the use-cases used frequently, and the use-cases causing heavy load on the application. 

So the purpose of this activity is to identify use-cases to ensure that all major functionalities under test are actually hit by the SPT. An acceptable coverage will be higher compare to the normal operations covered by the selected use-cases. This is typically done by Test Manager and IT Architect.

Define parameters and load profile for Use-cases
Once the use-cases are identified, distribution of the use-cases needs to be defined in order to emulate the load distribution defined in the capacity plan. This is usually done by combining the BCP/TCP with the use-case definitions. This activity can be started when BCP/TCP are available. This task must be done by Test Manager and IT Architect.

Design SPT Specification/Plan
This is a break down of the actual SPT, based on the use-cases. The plan will identify types of tests that are needed (break, peak and so on). Some of the tests may be done through GUI/Transactional (e.g. WebService call), and will require scripting in IBM Rational Performance Tester or Load Runner or VUGen. Other might require dedicated client or simulated client application for generating the load. This activity can be started when use-cases are identified.

This task must be done by Test Manager and IT Architect.

SPT based on capacity plan is performed against different aspects of a system being tested. These include: Front end (Application user interface) and Back-end.

Front end (FE) testing

When performing SPT against a GUI based on capacity plan, the objective should be on the ability of the interface to respond to user input. This includes ability of the FE application to handle the request hits, page views etc. SPT of this pattern is focused on GUI performance, so these should not include any load-test on external systems. Applying SPT on the basis of capacity plan against the user-interface will often discover a host of defects that might not be detected during functional testing. These can include: Memory Leaks, Memory Management issues, Object management issues (e.g. JavaScript object), page rendering throughput, portal server problem, and content management issues. 

Back-end (BE) testing

On the contrary to FE testing, the SPT against Back-end transactions include SPT for security, middleware, databases, backend processing, and end-point system integration. Transactional-based systems like Client/Server, Telephony, Internet-based and SOA-based employ an architectural framework composed of hardware and software components. The complexity of the architectural solution can often add confusion to the task of SPT based on capacity plan. To test the simplest and most common transactions (E.g. Single User Login) first will often expose the most critical defects (E.g. System fails due to multiple concurrent users login) that are identified during SPT. So the method is to move from simple to complex in a restricted manner to avoid system load hitch.

Identify nodes to be monitored
Need to identify all hardware nodes that are 'covered' by this SPT. As a minimum, this will involve the application servers, database servers, web server, and middleware server (e.g. MQ).

Further several related applications may also need to be monitored to ensure that increased/changed load does not have a negative / unexpected impact. This task must be done by Application / Infrastructure Architect.

Identify 'control measurements'
During the SPT it must be verified, that the actual load is as expected. This will ensure that errors in scripts or basic understanding (or in the way the application is implemented) are detected.

This will typically consist of monitoring:

· Number of calls for a specific interface

· Number of records created/modified

This task must be done by Test Manager and Application / Infrastructure Architect.

Identify staffing

A SPT engagement requires a team that combines an in-depth knowledge of the systems: hardware, software, protocols, transactions, and the business along with load test engineers. The Test Manager with the help of IT architect(s) must work with his peers in IT infrastructure operations, development, testing, and other IT providers to bring a team together that can address all aspects of the system. SPT schedule conflicts and resource allocation are the two most common challenges when planning to execute SPT. In a situation where an organization is maintaining an existing application and requires executing SPT for a new enhancement, where capacity plan is very old or not available, test manager in collaboration with his team will take responsibility to collate load as part of capacity, from current usage of the applications. 

Load Test data

Reliability of SPT results increase when the SPT environment is very similar to actual production environment. Ensuring that test environment has the data distribution as required by SPT plan is very important to make the result acceptable to stakeholders. This has two main tasks.

Identify test data required for execution
This is the task of ensuring that all required test data is in place. This will be mentioned in the SPT plan. For example, it will typically include:

· Define distribution of data on current production load and NFR's.
· Definition of user credentials along with roles.

· Definition of parameter that requires creating test scripts.

It may include initial load of data into one or more databases, MQ, I/O repositories. This task must be done by IT Architect.

Populate required data volume
SPT against any transactional aspect of a system requires data volume to be in synch with Non-Functional Requirements (NFR) requirements.  It will typically involve the following actions:

· Create scripts to add missing data  (E.g. in case database SQL scripts are required in order to populate records in the system DB for SPT)

· Verify that application run against the new set of data

This task must be done by IT Architect, DBA (E.g. in case database volume requires to be in synch with database of production), MQ administrator etc.

Record / develop test script

This is the task of actual setting the SPT tools as per SPT plan. Some tools may require developing the test script while other may support recording the script while being executed manually. These scripts may need to be parameterized to simulate many different scenarios.

At times custom application client code may also be required to test a scenario that may not be possible by using the tools.

This task must be done by Test Automation experts (for the scripts), Tester (for configuring the tool to ready for SPT) or developers (for new test clients).

Execute script

This is where the actual SPT is executed and all measurement data is collected. Collection of data may include application performance data as well as system performance (CPU, RAM usage etc) data.

This activity is performed by Automation experts (for the scripts), tester, or developers. System integrator and IT Architects may participate in monitoring this activity.

Analyze test report

Once SPT execution is completed, and all required data are collected, Application and System architects need to review the result of the execution. Following are some of considerations for analyzing SPT results:

· Is the execution as per SPT plan? Is the test able to generate required load?

· Is there any unexpected result? Are there significant transaction failures?

If the test fails to meet the considerations as mentioned above, test scripts / configuration may need to be changed and test should be run again. In some cases – new data may be loaded again. This will continue until tests behave correctly.

Once the tests are run successfully, results (response time, CPU utilization etc) need to be analyzed by IT architects and system specialists.  If the performance shows deviation from accepted NFR, the application and / or deployment infrastructure needs to be tune to meet the NFR goals.
Tune application

Application tuning involves optimizing the application architecture, design, code to meet the performance goals. Depending on the technology of the application there are many best practices to follow to improve the performance and / or scalability of the application being tested.

Tune deployment infrastructure

Tuning deployment infrastructure may involve resizing the application nodes e.g. increasing RAM, improving CPU configuration or adding new nodes at different tiers of the application. IT architects need to closely work with deployment / infrastructure architects to perform this step.

Baseline result
This is writing of the formal report that documents the SPT including the go/no-go decision by Test Manager and Architect. Typical report includes SPT findings, conclusions and recommendations based on the conclusions.

Example SPT

This article uses a simple J2EE Web Portal System considering a sample scenario (as enterprise scale applications) for conducting SPT. This web portal is serving customers to provide online services (e.g. booking, tracking, schedules, rates etc) for a anonymous shipping company. Core business requirements supported by the system include:

· Enable booking of transport, and tracking transport, search schedule for booking, see rates via web

· Automation of existing business processes (Booking, Tracking, schedules, Rates)

The back-end system of web portal integrates with some of existing legacy systems in order to serve user requests. Critical NFRs of this system include high availability and stringent response time.

In this article, we have conducted SPT for booking application that facilitates a customer to create a booking and view booking details after being authenticated using digital certificate. Booking web application is used by customers for booking container on the Internet. Once a booking is submitted in the web, booking details are sent to end-point system let say for example ‘Extended customer support system’ (XCSS). XCSS confirms the booking and sends back confirmation details (including the booking number) back to the booking web portal application. XCSS is external partner system for this web portal system that accepts booking requests from the customer up to arranging the cargo delivery to the customer as promised. 

Below Figure - 2 is   Architecture overview diagram for the Simple Web Portal System: 


[image: image2]
Figure – 2

This Web Portal System Architecture is layer-based architecture having three basic layers namely: 

· Presentation 

· Business  

· End_point.

Presentation layer :  This layer is basically having the user interface,  constructed using WebLogic  Portal’s Layout Document Structure. Document structure is built using  WebLogic  desktop. Desktop is made by Books, Pages and Portlets as per structure depicted above. The layer also has  booking   web application which is directly interfaced  via frameset/HTTP protocol.  Communication between this layer to the next layer i.e. business logic layer, is taken place by means of either WebService or RMI or JDBC call. Portlets (Tracking, Rates etc) within Portal pages are directly responsible to invoke back-end systems in the business layer using WS/RMI protocol.

Business layer :  This layer is  meant for positioning the application business logic. All business logics are implemented using corresponding back-end application built on top of J2EE framework. Communication protocols used to integrate to the end-point layer are Web Service, MQ, and JDBC. 

End-Point layer :  This layer is the outside of  internal  applications. The layer contains all external systems, mainframe legacy applications, J2EE applications etc. 

Note: In this article we are not focusing on detailing the web application’s system behavior, framework, implementation, and architecture. We are not mentioning any details of ‘Tuning Application’ or ‘Tuning Infrastructure’ in case SPT analysis report gives NFR goals not met.                                                    

SPT Plan 

SPT plan is meant for describing the preparation for executing the SPT on Web Portal application to be conducted exclusively in pre-production environment. SPT Plan is considered as a SPT specification based on which tester can configure tools and run SPT.

Jotted down below are some highlighted areas which must be considered in the plan in order to complete a successful SPT for Web Portal system considered as an example above.

High level test plan

The SPT implementation will be based on the following high level approach:

1. Identify use-cases for Web Portal application to perform load test using SPT tool (e.g. Performance Centre). 

2. Collect peak hour load information of each use-cases of booking application of Web-Portal’s current usage and capacity plan.

3. Collect Booking application’s capability matrices and Non-Functional Requirement (e.g. performance and scalability). 

4. Acquire test data. For Example: Digital Certificate to generate scripts for user authentication to Web Portal system. Note: Sample Web portal application is authenticated by using Digital certificate)
5. Generate scripts based on use-cases identified, using scripts Generator tool vUgen. 

6. Collect data for configuring SPT tool. E.g. the number of vUser to create the vUser load distribution information per scenarios, uses-case iteration amount, time span per scripts, view pages per hour etc. 

SPT execution plan

1. Book time slot in the tool (Performance Centre- Load Generator), bit earlier to execute SPT (Note: This may vary project to project basis, but this is required since tools are installed in a centralised box for a project in the pre-production environment, on which all different modules of the project require executing the SPT. This could be considered as optional task.)

2. Upload all generated booking applications’ use-case scripts into tool.

3. Do complete configuration of scenario in the tool using the collected data.
4. Run test scenario within allotted time slot in the tool.
5. Monitor SPT online  dashboard  and create collated report in  doc format

Use-Case Scenarios


This section is meant for describing the details of use-cases identified, on which the SPT will be conducted. As mentioned in the strategy section, what are the prime approaches in order to identify the uses case as part of SPT? But in brief, the use-case should be identified in such a way that they are used much frequently within a system and should cause heavy load on the Web portal application. 
As we have already mentioned, that SPT will be conducted only for booking application within Web portal system, we are considering following use-cases as below:

· Use Case 1 - User Authentication  

· Use Case 2 - View Booking Overview 

· Use Case 3 - Create Simple Booking 

· Use Case 4 - XCSS Booking Feed from MQ

Scenarios invocation 

The HP Virtual User Generator will create the scripts based on the UI based use-cases of following scenarios executed in Web portal system in pre-production environment.

Scenario 1 :  Authenticated user scenario via UI
In this use-case user will be authenticated to the Web portal system by means of digital certificate. To generate scripts the scenario should be: 

· Open WebPortal site of pre-prod environment in browser 

· Select login and provide the digital certificate

· Browse with following link after being authenticated:

1. Select ‘View booking’  

2. Select ‘Create Simple Booking’ 

3. Select ‘My WebPortal’ (Back to Landing pages) 

Scenario 2 :  Booking Overview Page scenario via UI

This use-case enable user to view all booking details created as list. To generate scripts the scenario should be:

· Open WebPortal site of pre-prod environment in browser 

· Click login and provide the digital certificate to log in.

· Click on ‘View Booking’. This will retrieve all booking details in a list and show the Booking overview page.

Scenario 3 :  Create Simple Booking scenarion via UI

This use-case enables user to create simple booking. To generate scripts the scenario should be:

· Open WebPortal site of pre-prod environment in browser 

· Click login and provide the digital certificate to log in.

· Click on ‘Create Simple Booking’.

· Click ‘New booking’

· Provide the desired mandatory information in order to create the booking

· Finally click on ‘Complete’ button. 

Scenario 4:  XCSS Booking Feed scenario using MQ 
XCSS Booking feed will be done by loading sample booking messages in designated queue. The vanilla java application will be used to load message in the queue which in turn get populated in the database through backend booking application.

Capacity Requirements


In this SPT scope, we are concentrating on the use-cases with the peak load of the current usages and capacity plan. Following table shows summary of estimated peak hours load accordingly.

	 Use case
	 2010 – peak hour load (as per access log and database log)
	Load from Capacity plan
	 SPT Load 

(30%peak hr load for UI  and 2*peak hr load for MQ since peak on MQ is after outage, where a back log has been accumulated)

	Authenticated Scenario - UI
	67354
	77860
	87560

	Create Simple Booking from UI
	953
	1272
	1654

	View Booking overview from UI
	1057
	1159
	1374

	XCSS Booking feed from MQ
	8800
	9134
	17600


Necessary load test types


For this article, we are considering to cover few use-cases of applications within the given timeframe. We will be analyzing the current load patterns for the use-cases and the proposed load as per the capacity plan along with the load distribution.

There are two kind of load testing that we are taking into consideration as part of SPT, which includes the use-cases and number of concurrent users used for the load testing of the booking applications.

· User Interface Testing (UI)

· MQ message Testing (MQ Feed)

We are proposing the approach of this SPT based on criteria below. 

· Peak Load test –  Using UI testing
· Peak Load test – Using MQ feed + UI testing concurrently 
As MQ load is not part of performance centre, it is important to identify exact effect after putting MQ load externally using java load application.

So there are two point of measurement that we are considering: 

· UI   - Execute SPT using the UI scripts in performance centre

· UI+MQ. - Test starts with ramp-up and 10 min normal performance centre test. Then we start MQ test by putting message in the queue externally using java load application.

This way we can see the difference between two response data to get exact effect putting MQ load.

GUI (Front-end) SPT 


Following table shows the UI based use-cases with peak hour request for the load testing of the Booking application. 

	Booking

	Use case
	Number of SPT Load / hour
	Remarks

	Authenticated Scenario - UI
	87560
	This includes 30% of usage when clicking ‘Booking over view/Create booking and ‘My WebPortal’ link.

	Create simple booking
	1654
	 30% Peak hour taken from database log for Jan2010 ~ Mar2010

	View booking overview
	1374
	30% Peak hour taken from access log  of both servers (A node, B Node) for Apr2010 ~ Mar2010


We have total transaction of all GUI use-cases uses as per above table, we need to run 90588 times/hour (considering the maximum with SPT load).

Now we start putting buffers, think time etc into the setup.

If we let each virtual user do this uses-case every 2 seconds (i.e. 0.03 minutes), we can ensure that each transaction will be done before the next starts. This will indicate that the think time will be 2 seconds.

This gives us approximately (90588/ (60*60))*2 = 50.32= 50 Virtual users.

Performance Centre will simulate up to 50 concurrent virtual users for peak hour load testing.
Transactional (Back-end) SPT 

MQ Message Testing


Following table shows the peak hour load for MQ message testing:

	Booking

	Use case
	Number of SPT Load / hour 
	Remarks

	XCSS Booking  feed from MQ
	 17600
	 2* Peak hour load


Plan for this test will be 2*peak hr load i.e. 17600 for MQ since peak on MQ is after outage, where a back log has been accumulated. Application will handle said number of messages/hour following evenly distributed on the 2 servers. The MQ load processing will then be taken in place. 

Load Distribution

The table below shows the use-cases functionality loaded by SPT and the anticipated percentage of the total load handled. 

	Use-Cases for GUI
	Potential percentage of total load in performance centre

	Authenticated Scenario - UI
	96

	Create simple booking
	2

	View booking overview
	2


Measurements & Reporting

During the test the following should be measured

Portal servers: 

Node a/b
CPU, memory and thread usage 

Application servers:
Node a/b
CPU, memory and thread usage

CPU, memory and thread usage can be monitored using any CPU monitoring tool

Following sample NFRs will be considered as part of SPT measurement and Reporting:

Performance: 

Performance is the response time required for transactions initiated by the end user. The performance measures are expressed as the point at which the user initiates a request at the workstation to the time when the system provides a response on the workstation.  

The web portal application must be designed to target:

· Average response time does not exceed 5 seconds

· Maximum response time does not exceed 15 seconds

In the event that the response time does exceed the above, e.g. due to circumstances beyond the control of the vendor/project, it is desirable that the user is notified of delay 5 seconds before the allowed maximum elapse time with an indication of anticipated response time. 

Scalability:

The Web portal application must be able to handle 45 visits in peak hour and 100 visits during a day. The web portal application must be able to sustain a 40% annual business growth and 50% step growth within a period of 5 months at any given time. Additional hardware can be a requirement.

The report should contain the verification based on the above mentioned measurements.

· Response times are not getting deteriorated beyond NFR in both the above mentioned scenarios.

· None of the requests are failing or getting timed out.

· CPU load on server with following subsequent event

· Performance centre ramp up : Concurrent executions of the scenarios 

· MQ Load started

Scenario Configuration and execution for SPT using tool


Web portal system’s SPT has considered Performance Centre, VUGen as Test tools. So scenario configuration is detailing the steps. It is assumed that VUGen has already been installed. We are in preparing separate article for this as Part-II.  

Hardware-Software Configuration


While doing SPT, it is very important to consider the system (Hardware/Software) configuration on which the STP will be executed. Sample Web Portal application is having the following hardware, software configuration in terms of SPT.


Hardware

It is very important to provide the hardware configuration of the web portal application where the application being stress performance tested. Given below Figure – 3 shows the deployment configuration of the Web Portal System.
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Nodes Overview

Client – The end-user’s workstation for accessing the WEB portal application.

Firewall – This protects the internal network from many security threats.

Web Server – This is a general HTTP access, perimeter authorization.

Portal Server – This is the core unit, where Web portal application is deployed.

Other application Server – This node is responsible for deploying the other applications (if any), which are interfaced by Web portal application.

Database Server – This node is liable for deploying the auxiliary databases required for portal server. 

SPT will be executed in the pre-production environment. Following table shows the hardware configuration used for Web portal application SPT testing. 

Booking application 

	Server 
	CPU
	Memory
	Disk
	Remarks

	Sun Fire E2900
	4
	1.6GB
	2 X 146.80GB
	Pre-Production server


Portal Application

	Server
	CPU
	Memory
	Disk
	Remarks

	Sun Fire V1280
	12
	4.9GB
	2 x 146.80GB
	Pre-Production server


Software:

Given below is an example for Web  portal application that shows   the software used in the pre-production environment, where the SPT has  been executed.

	Software
	Version
	Description

	Operating System
	Sun Solaris (SunOS) version 9
	For the WEB  Portal Server node

	Java JRE
	1.4.2
	

	Weblogic
	8.1 SP6
	

	WebSphere MQ
	5.3 SP6
	

	Oracle Client
	10G
	


Test Data

This section should contain all the data embedded that are required in preparing the scripts and load test. For this sample SPT, we have provided digital certificates here, since these are required to create the scripts to be run in Performance Centre.

Strategy for loading data volume in Pre-Prod


SPT stands on pre-prod environment based on exact data volume existing in production environment. This will ensure preventing inaccurate results i.e. doubtful average response time, unclear average throughput, unconvinced response (CPU, Memory, and Disk) for all nodes.

 So in order to get the successful result SPT should be executed on actual data volume scenario i.e. before starting actual SPT, we need to sync pre-production environment with production. 

Note: We are not following the approach of export of production data followed by import to pre -production. Since it may happens that data imported from production could not be used for SPT as referenced data could be missed. This makes it difficult to identify whether a problem found during testing would actually a defect in application or caused by invalid data. So to be on safe, we are taking different approach for loading data.

Here we are intending to give a glimpse with an example, how data load can be done. 

Web  portal application is using DB as persistent storage.  We will manually insert message into booking in preproduction to make its data volume equal to production environment. 

We follow the standard approach for loading data volume in pre-production environment to synch this with production data are given below:

· Capture current message/data volume for booking application from production environment. The data volume calculation will be done by running SQL scripts. 

· Get two latest sample XCSS feed message format one with status ‘confirmed’ and one with status ‘cancelled’. This is for loading booking data.

A vanilla java client will be implemented. This client will take these three XCSS feed files as input and process to insert message data in pre-production for booking. This client will create booking with status confirmed & cancelled data as per current ratio in production. 
· Take a backup of booking database from pre-production prior to execute data loading.

· Run the vanilla java client for MQ load.

· Run the java client for update documentation table in DB.
· Finally verify message/data volume in pre-production with production.

Production Data volume: 

Booking Details

	BOOKINGSTATUS
	QUANTITY

	Confirmed
	706795

	Cancelled
	336773

	Draft
	30624

	SI Submitted
	278269

	Submitted
	11068

	Amended
	1026


Top ten customer having maximum Bookings

	Customer  Code
	Booking  QUANTITY

	40602984SZH
	24094

	40605567SGH
	8131

	40617205SGH
	7730

	40605282SGH
	7245

	40948740844
	7047

	406T0123NPO
	6147

	40640643257
	6001

	40600060470
	5844

	40614381SGH
	5769


The message volume to provide in java client to load data: 

Booking Details

	Total Confirmed message to load
	1053468

	Out of Confirmed, total message to Cancelled 
	336773

	Out of Confirmed, total message to Draft 
	30624

	Out of Confirmed, total message to SI Submitted 
	278269

	Out of Confirmed, total message to Submitted
	11068

	Out of Confirmed, total message to Amended
	1026


Application Capacity Plan


This section should contain the attachment of Capacity Plan of the web application provided by client, for which SPT plan is being prepared.

Load distribution calculation sheet

This section should contain the attachment of load distribution calculation document.

Given below  sample example:

	Use Case
	 Percentage of load distribution
	SPT Load/hr
	Transactions/user/hr
	Transactions/user/min
	Think Time (in sec)[
	Space time

	Authenticated Scenario -UI
	96
	87560
	912
	15.2
	4
	1.987018

	Create simple booking
	2
	1654
	827
	13.78
	4
	1.987018

	View booking overview
	2
	1374
	687
	11.45
	5
	1.987018

	Total
	100
	90588
	
	
	
	

	
	Total SPT Load
	90588
	
	
	
	

	
	
	Note
	Think time is calculated as transaction occurrence basis. So we are considering interruption time between each request (transaction) by calculating the time consumption per one transaction. So if 118 transactions are required to execute per user in one hour then think time will be considered as 30 seconds. This is not the hard rule; it can be varied during load given in Performance Centre how transactions are behaved in returning the response.
	


SPT Standard tools

IBM Rational Performance Tester

IBM Rational® Performance Tester software is a performance test creation, execution and analysis tool for teams validating the scalability and reliability of applications before deployment in Production.

HP Performance Centre

HP Performance Center is a toll that offers a suite of performance testing solutions. It supports providing load test alike production conditions by simulating up to several thousand concurrent users. Performance Center discovers potential performance bottlenecks, helping to diagnose and fix problems before they occur. 

HP Performance Center features and benefits:

· Tests a range of applications and technology, from rich internet applications (RIA) with Web 2.0 technologies, to legacy applications and technology

· Pinpoints root-cause application performance problems

· Helps improve application performance while reducing hardware and software costs

· Reduces the risk of deploying systems that fail performance requirements

· Supports single and multi-project-based testing.

HP Load Runner

HP LoadRunner software is an automated performance and load testing product from Hewlett-Packard for examining system behavior and performance, while generating actual load. HP acquired LoadRunner as part of its acquisition of Mercury Interactive in November 2006. HP LoadRunner can emulate hundreds or thousands of concurrent users to put the application through the rigors of real-life user loads, while collecting information from key infrastructure components (Web servers, database servers etc. The results can then be analyzed in detail, to explore the reasons for particular behavior in order to tune the application.

HP virtual user generator (VUGen)

Virtual User Generator (VUGen) is for recording the protocol from a vast variety of user applications for playback in various types of load tests.  As VUGen is a protocol based testing tool, we can use a relatively small amount of load generation hardware to simulate a vast number of users for a load test.

The following diagram shows how a protocol level recording and playback tool, such as VUGen works.  Note that only the communications is captured and recorded for subsequent playback.  Events that do not generate communications such as moving the mouse, or editing data in a field on a web form are not recorded because those events do not interact with the system under test.

During a load test, it is needed to run many virtual user sessions, and we do it by replaying the protocol that is described in a VUGen script under the control of a LoadRunner Controller.   A copy of the client application (a web browser in the case of a web application) does not need to run for each session, as all of the protocol information is contained within the VUGen script.

WAPT (Web Application Load, Stress and Performance Testing)
WAPT 7.1 is a load and stress testing tool that provides you with an easy-to-use, consistent and cost-effective way of testing web sites, web servers, and intranet applications with web interfaces. You may test and analyze the performance characteristics under various load conditions to find bottlenecks of your web applications. WAPT has a set of features to test web sites with dynamic content and secure HTTPS pages. It provides informative test results through descriptive graphs and reports. WAPT can help simulating up to several thousands of real users to check the performance of your site and find any bottlenecks.

SPT Analysis Report

SPT analysis report constitutes Test result with:

· Average response time 

· Average throughput

· Server Response (CPU, Memory, Disk) for all nodes 

Following table shows how the transitions are distributed in performance centre as par plan and response time as per capacity plan considering one scenario:

	Use Case
	Transaction
	SPT Planned Load
	Actual Load
	Use Case wise actual load
	Success %
	Avg. response time
	Response Time (90 percentile)

	Authenticated Scenario
	UC04_TR004_CUSTOMER_CODE_ENTERED
	87560
	17841
	89203
	100 (approx)
	1.931
	2.275

	
	UC04_TR005_CREATE_BOOKING_PAGE_OPENED
	
	17835
	
	100 (approx)
	0.33
	0.28

	
	UC04_TR006_BOOKING_OVERVIEW_PAGE_OPENED
	
	17823
	
	100 (approx)
	0.552
	0.712

	
	UC04_TR007_BOOKING_PAGE_OPENED
	
	17811
	
	100 (approx)
	0.525
	0.682

	
	UC04_TR008_MY_WEBPORTAL_PAGE_OPENED
	
	17799
	
	100 (approx)
	0.64
	0.632

	
	UC04_TR01_HOME_PAGE_OPENED
	
	47
	
	100 (approx)
	0.335
	0.246

	
	UC04_TR03_LOGIN
	
	47
	
	100 (approx)
	1.625
	2.247

	
	
	
	
	
	
	
	


Below example is the SPT result generated from the Performance Center considering one scenario.

Response Time

The graph below is an example depicts the response time for each transaction of the use-cases identified in the SPT plan. The average response time is in the range of 0.17s to 2.5s, which is well within the acceptable limit of 5s.

[image: image4.png]Average Response Time (seconds)

Transaction Response Time Under Load

s 10 15 2 25 M 3\ 4 45 S S B0 65 70 75 @0 85 @
Number of Vusers




Figure - 6

The 90 percentile response time is in the range 0.2s to 2.3 s, within the permissible limit of 3s.
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Figure - 7

Summary:

· The average response time is in the range of 0.17 second to 2.5 seconds

· The 90 percentile response time is in the range of 0.2 second to 2.3 seconds

Application server load

Pre-production server 1: 
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Figure - 8
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Pre-production server 2: 
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Figure - 9

Database server load

The database server is loaded with 1 to 1.5%.

[image: image9.png]



The database CPU utilization is not as high as in production, may be due to the limited scenarios used in SPT in respect to the variety of actual scenarios invoked by live users. Which means caching played a bigger role in bringing down the database access during the SPT. The CPU utilization of production database is generally around 3 to 4% in peak hour (as shown below).

[image: image10.png]



Challenges

Identify 'control measurements'
It has been seen frequently that from test run to test run, the load distribution actually achieved with the SPT varies greatly, so it is required always to verify that the load distribution is as close as possible to the distribution specified based on production environment investigations.

Prepare data load to pre-production 
This seems to be easy, but reality shows that when populating a database there is a major challenge due to overflowing of messages in the queues (on which application processes and populates data on database), many times processing of the messages fails, as well as message put operations fail. This caused considerable amount to time loss in the process as queues are not monitored in the night. 

Availability of capacity plan
While preparing the SPT specification for any application there might be a situation where not having latest capacity plan and even some time missing causes difficulty to get the peak hour load for an application SPT.

Conclusion

This article provides brief overview the  importance of performance of enterprise scale web application, why stress performance testing is critical to prove that an enterprise scale web application is ready to be deployed in production environment (go-live) and can handle the user access load as desired by client in order to meet the NFRs and capacity plan. Article also accentuates why performance for an enterprise scale web application is important, why need SPT to be conducted, and how SPT helps measuring performance for a web application. It also outlines the high level strategy, planning activities and critical consideration for performing SPT. Furthermore, it discusses how the strategy is successfully used in performing successful SPT for multiple engagements aligned with a shipping client for an online booking application after taking a sample example of Web Portal System.
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