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Figure 3.17 shows scores on midterm ( ) and final ( ) exams for a class of students.
These scores are strongly related, and the slope of the least squares best-fitting line
for the data is positive. The correlation between and when calculated is close
to 1.0.

Example 3.1

And we know that

28 9 and 24 3
So

24 3 ( 0 99)(28 9)
52 9

Therefore the equation of the least squares best-fitting line for the car data is

0 99 52 9

We have three ways of finding a line that fits well or even best fits a set
of data. But how good is this fit, for a given set of data? The goodness of
fit is seen by examining the estimation errors for values, given values.
Another way of describing the goodness of fit of data to a line is to ask
how strongly the and values are related. If they are strongly related,
values can be predicted from values very accurately (with little estimation
error). If the and scores are only weakly related, is predicted from
with considerable error. If the scatter plot is the typically occurring elliptical
cloud as in Figure 3.3, then if the cloud is long and narrow the fit will be
good, whereas the more close to circular the cloud is, the weaker the fit
will be.

Around 1900, the statistician Karl Pearson invented a statistic to describe
the strength of the linear relationship between two variables. It is called
the Pearson and is given the label . This correlation
coefficient is defined so that it has values between 1 and 1, inclusive, and
so that the sign of (positive or negative) is the same as the sign of the slope
of the least squares best-fitting line for the data.

Some examples will illustrate.
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The Pearson Correlation Coefficient

Strong Positive Linear Relationship
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Figure 3.17

Figure 3.18

Final exam versus midterm scores.

Mathematics achievement ver-
sus interest in mathematics.
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Figure 3.18 shows an index of interest in mathematics ( ) and final mathematics
test score ( ) for a class of students. These scores are weakly related, and the slope
of the regression line is positive. This is called a weak, positive relationship between

and . The correlation between and is positive, but fairly close to zero.

Example 3.2 Weak Positive Linear Relationship
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Mathematics test scores versus student popularity.
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Figure 3.19 shows an index of student popularity ( ) and mathematics test score
( ) for a class of students. There appears to be no relationship between these two
variables. The slope of the best-fitting line is close to zero.

Figure 3.20 shows an index of anxiety about mathematics ( ) and final mathematics
score ( ). These scores are weakly related, and the slope of the regression line is
negative. This is called a weak, negative relationship between and . The
correlation between and is negative and fairly close to zero.

Figure 3.21 shows the year ( ) and the infant mortality rate ( deaths in one
year per 1000 live births) in the state of Massachusetts at the beginning of the 13
decades 1850–1970. These scores are strongly related (they fit rather closely to the
regression line, so there is little estimation error), and the slope of the regression
line is negative. The correlation between and is fairly close to 1 0. But it is
interesting to note that the regularity of the graph makes clear that using a nonlinear
curve is a better choice. This issue is taken up in Chapter 13.

Example 3.3

Example 3.4

Example 3.5
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No Linear Relationship

Weak Negative Linear Relationship

Strong Negative Linear Relationship
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Figure 3.21
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Mathematics test scores versus mathematics anxiety.

Infant mortality rates for 13 decades.
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There are several ways to calculate . Here is one:

covariance of and

That is, the correlation between and is the covariance of and
divided by the product of the standard deviation of , denoted , and
the standard deviation of , denoted . Thus the correlation is really a
rescaling (division by ) of the covariance. Indeed, 1 1, as
we have just seen, with the value of easily interpretable as providing the
amount of a straight-line relationship displayed by the data.

A table is helpful in our calculations. This table is not much different
from the one used to find covariance.
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How to Calculate the Correlation Coefficient


