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ABSTRACT 
 
 

Visually challenged people suffer from lots of problems each and every day 

in their miserable life. Many of them have even lost their lives due to this inability. 

Almost all of them need someone to assist their progress in each and every step.  

 

This project mainly focuses on these visually challenged people in making 

them fully independent in all aspects. This system is based on “Sensor and FPGA” 

which serves as an electronic eye that transmits and receives information from the 

outside world through a user friendly model. The information is received through 

the sensors and cameras placed in the legs and on the caps over the head 

respectively. From the information received from the sensors and cameras the 

processing is done in FPGA that in turn replicates the movement through sound 

processing units. Thus the person can receive the information through the headset 

and direct his way easily.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



INTRODUCTION 

 
This project focuses on helping the visually challenged people to become a 

fully independent individual in all aspects. Sense of sight is the most essential of 

all others, visually impaired living creatures suffer a lot. And considering humans 

they lead a very miserable life. Many of them have lost their hope to live because 

of their inability, as they are entirely or eventually dependent on someone’s help to 

assist their day to day activities.  The assisting devices available today are not 

sufficient for assisting them in proceeding without others help. In order to 

overcome the drawbacks in present trend we have designed a system which would 

be of immense advantage to blind people. This proposed system is based on 

“FPGA (field programmable gate array), cameras, Sensors and locators”.  

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



OBJECTIVES 

 
 This project focuses on helping the visually challenged people to become a 

fully independent individual in all aspects. These people are suffering a lot to 

survive, they seek help from others to do their work. At present walking sticks and 

obstacle detector are the assisting devices for them. through  these they are not able 

to live easily . walking sticks are only for detecting their path in a slow and it’s a 

tedious process. Obstacle detector only finds the path out but not so highly helpful 

to them in knowing the happenings around them. They are not so advantageous, 

hence we have designed new system, which system is based on FPGA (field 

programmable gate array) connected to cameras and Sensors and locators. This 

project has features which help in knowing happenings around them and also 

enable them to walk like normal humans without any different assisting devices 

with them which are odd. The person can move independently to any location he 

likes without even asking the travelling route from others. All these things which 

are being done by normal humans can also be done by differently talented people 

too. This projects when implemented can change the life of the needy.                 

 

 

 

 

 

 

 

 

 

 



 

MODEL 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                          fig no - 1 
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METHODS AND MATERIALS 
This model is designed in a PCB of size 4’*3’. The inputs are Camera and 

Sensors placed in legs. Camera is placed over the head since the angle of coverage 

is best. These cameras are chosen with a pixel value of 8-10. Image resolution 

required for this module is moderate because only variations in image are 

considered. Sensors are placed on both the legs so that distance can be measured 

easily using ladar technology, and low frequency infrared waves are measured 

using PID. Virtual object detector(VOD) is used for real time object detection. 

This virtual detection is done using user supporting softwares that are available. 

 

FPGA is the main functional unit (MFU). Its functions as heart of the 

system. It is programmed using application softwares to process the input obtained 

from camera and sensors. Entire computation is processed within 0.7 sec(approx). 

Thus providing less delay when compared to other computing architectures. 

 

The entire data transmission takes place through wireless network. Among 

various wireless technologies Zigbee (IEEE 802.15) is chosen due to its high 

efficiency.  

 

 The gas/smoke sensors are placed in FPGA units to detect smoke and gas 

leakages. Global positioning system is used for identifying the user’s location. 

FPGA is programmed to interact with locator unit to fix his/her destination.  

 

 Entire happening in the surrounding environment is converted to digitized 

signal. This signal is converted to voice format which is easily recognizable by the 

user. This signal is given to the user by headphone. Mic is used to provide input to 

the FPGA .  



WORKING 
 

The important functioning in this project is the processing of image and  

signals acquired from camera and sensors. Among these visual input is considered 

to be most important. Image acquired at first is assumed as input 1 (I1) and is being 

saved in the memory, denoted as ‘M’, the succeeding input of I1 is termed as I2.  

         Manipulation at FPGA, 

                                                                   If    X=0, if no                                                                                                              

                I1-I2= X              movement  Detected 

                                                                    If X = 0, 

                                                          movements detected 

 

Representation of image,                       

                                                                 a11    a12    a13 

let                                             I=            a21    a22     a23 

                                                                                               a31    a32     a33 

 

 

The variation in the value of ‘ X’ specifies the change in location of object in 

the surrounding. The direction of the camera it is clearly intimated to the user 

through voice system. The camera  functions continuously and analog signals are 

generated, by which it constantly receives images. In FPGA,  on video processing 

the input I1 and I2 are compared, i.e. an image is denoted in a matrix form. The 

process of estimation is done in FPGA after storing the value initially in memory. 

The FPGA manipulating unit compares the value of X with pre-defined 

specification. By monitoring the variation in the values of matrix the movement of 

object can be detected. A normal camera of 8-10 pixels is being used. 



CAMERA MECHANISM: 

 

In order to obtain the entire information about the surrounding the camera is 

placed on the shaft of a stepper motor which helps in tracing the whole area. The 

DC motor is programmed by using suitable microcontroller, so that the camera 

rotates to view the images behind. This process is done only when the signal 

obtained from the MFU that is the sensors at leg give an output that the person can 

proceed for five steps or more. The signal from MFU serves as the control signal 

for the micro controller.  

 

 

                                                         

 

 

 

                                                                                                Shaft of stepper motor 

                                                                                            (counter clockwise) 

 

                                                                                                             

Signal from camera is given as input to VOD.  The virtual object detector 

(VOD) identifies the object in front of it by means of specific user friendly 

application software and reports it to the MFU. The VOD (Virtual Object Detector) 

unit obtains input from camera, recognizes the objects focused under the digital 

device and generates speech signals by voice system fused on MFU, details of 

objects are got from online resources. It also checks the image from camera by 

checking with previously stored images and also searches for data online. If the 
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persons image is stored already then the camera detects it by VOD and intimates it 

to FPGA, where the required data is transferred to the client in default voice. 

 

The sensors in leg function based on ladar and PID systems by which they 

exactly determine the distance to move freely and presence of objects even during 

night. Ladar is the technique of using laser for measurement of distance from the 

object it has been reflected back. Passive Infrared Detector is a sensitive device 

used to find the movement of humans even in darkness as they emit infrared waves 

of very low frequency. On beside the sensors located in leg will be monitoring for 

the obstacles in path by using laser ,this phenomenon of using light for distance 

measurement and obstacle detection is termed as LADAR  (Laser Detection and 

Ranging) . Eye-safety is often a requirement for most applications using laser. 

 

 A common alternative 1550 nm lasers are eye-safe at much higher power 

levels since this wavelength is not focused by the eye. These data’s are transmitted 

to the MFU (FPGA unit) by zigbee transmitters. FPGA manipulates the data 

perceived from high resolution cameras, LADAR and PID Sensors for path 

detection. The gas/ smoke sensors help in detecting any leak of LPG gas and  the 

presence of any smoke caused by fire accident. The sensors for gas/smoke detect 

the presence of any toxic gases, fire and indicate by alarms. This sensor if detects 

anything sends signal to MFU which is programmed to call emergency numbers 

immediately and also instructs the person to vacate from that area by giving 

commands for exit. 

 

 The locator unit comprises of a GPS device by which the user can identify 

his present location and also fix his destination. The GPS device helps the client in 

locating the state of his  position, in case he needs to go to a specific place he can 



give input to MFU unit so that the instructions for his travel is provided  by 

connecting to online resources. In case of emergencies like theft, medical aid, fire 

accidents he/she can contact the concerned authorities by using voice commands. 

The inter connectivity between every unit is linked by zigbee technology for high 

speed data transmission. 

 

LAYOUT: 
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CONCLUSION: 

 
This proposed model enables the visually talented to function independently 

like normal humans. The main aim of serving the mankind is achieved by 

providing sense of sight to the needy. This project is devised on basis of an 

efficient scale, superfast computations and minimized device modules. This design 

articulates the user to behave casually and individually without any restriction. The 

hardware devices used in this project does not cause any harmful radiations 

providing a user friendly module.   

 

FUTURE ENHANCEMENT: 
 

 FPGA unit can be added with a Bluetooth transceiver enabling device control in an 
automated area. 
 

 Nanotechnology can be used to minimize the dimensions of the module. 
 

 
 Medical monitoring system ( ECG, BP, Sugar level, ) may be added to assist the 

visually talented . 
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WORKPLAN 
 
    3 months  – Camera and sensor module 
 
    3months  – MFU programming  
    
    2 months – Interfacing of modules 
  
 
 
 
 
 
 
 
 
 



BUDGET  
 

For software                     –  Rs 7000/- 
 
For hardware                    –  Rs 15,000/- 
 
For Database Creation           –  Rs 3000/- 
 
Miscellaneous                  –  Rs 2000/- 
  
Total                                –  Rs 27,000/- 
  
 
 

 
 
 
 
 
 


