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SUMMARY 

 The recent economic recession has had a significant impact on 

residential real estate both nationally and regionally. Our research is 

focused specifically on Cobb County, Georgia and the impact that the 

declining economy has had on home buying and property values in this 

area. Specifically, this research aims to identify changes in the residential 

market in terms of significant characteristics of housing and their 

corresponding effect on home values. 

Every home buyer places a certain amount of significance on the 

many different aspects of a particular property that give that property its 

inherent value. For instance, some houses are worth more because of 

their proximity to a desirable area, the number of bedrooms or bathrooms, 

the square footage of the home, or even just the existence of a 

basement. One of the questions this research will seek to answer is how 

home buyers change in their preference for certain housing 

characteristics in a good economy versus a bad economy.  

There is little debate that property values have declined during the 

course of the most recent recession. Our research will also attempt to 

understand if there are certain identifiable characteristics of housing that 

tend to make the greatest impact in terms of which houses depreciate in 

a declining market and which houses do not. 
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CHAPTER 1 

INTRODUCTION 

 

From approximately 2008 through the present day (2009), the U.S. 

has been in a fairly severe recession that has taken a toll on many aspects 

of American Life. From fallings stocks to rising unemployment, most all 

American families have experienced some ill effects from the economic 

downturn over the last couple of years. In addition to the many different 

economic metrics that indicate a slowdown in the economy, this 

particular recession has been characterized by falling real estate values 

as well. In fact, the National Association of Realtors reports that home 

values nationwide have slipped from an average price of $221,900 in 2006 

to $177,700 in August 2009 (NAR, 2009). With home values slipping almost 

20% nationwide in only 3 years, many families are left wondering what has 

happened to the value of their own home and what attributes of their 

property make it more or less desirable to rest of the market.  

 While economic recessions are particularly painful to those who find 

themselves without work or a mortgage they cannot pay for, they do 

afford us an opportunity to research changes in behavior in the midst of 

an unhealthy economy or real estate market.  For example, in a good 

economy when house prices are consistently rising, most consumers are 
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comfortable paying what is perceived to be full market value for a given 

property because the inherent assumption is that values will continue to 

rise. In fact, in the early to mid-2000’s many consumers took advantage of 

unconventional mortgage products because the underlying assumption 

was that real estate prices will continue to rise indefinitely. As we know 

now, our national real estate market was indeed more susceptible to 

decline than anybody would have guessed.  However, now that we find 

ourselves in a declining real estate market, there is an opportunity to 

understand what inherent characteristics of real estate continue to 

elevate certain properties to the top of the real estate market and what 

characteristics serve to depreciate others.   

Our research seeks to understand how homebuyers and their 

affinity for certain characteristics of housing have changed over the 

course of this dramatic drop in the real estate market. What 

characteristics of housing contribute to the overall value of a residential 

property in a good economy and is this the same or different in a bad 

economy? Additionally, why do some houses maintain a fairly consistent 

value in an economic downturn and why do others experience a 

decrease? 

 To measure these differences, we selected Cobb County, Georgia 

as our test region and chose two months in time to represent the good 
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economy versus the bad economy. We identified approximately 190 

properties sold in August 2006 and compared them with 165 properties 

sold in August 2009 in an effort to identify any noticeable changes. Our 

data collection involved identifying and measuring 20 different 

characteristics of each property including square footage, number of 

bedrooms and bathrooms, interior and exterior conditions, school quality, 

proximity to downtown, etc.  

To analyze the differences between the data set for 2006 and the 

data set for 2009, we used various statistical analysis tools.  Through the 

use of correlation identification, the Best Subsets Regression model and 

the Stepwise Regression model, we were able to determine which 

characteristics of housing were significant in determining home values in 

2006 as well as 2009. Through this analysis we were also able to make 

certain observations in regards to which characteristics of residential 

properties helped to maintain or depreciate housing values during an 

economic downturn.  
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CHAPTER 2 

LITERATURE REVIEW 

 

2.1 Hedonic Regression Analysis and Pricing Models 

In our attempt to understand changes the real estate market, we 

must be able to break down how residential properties are analyzed by 

homebuyers. While homes and homebuyers are heterogeneous, there are 

certain definable characteristics and attributes to residential properties 

that contribute to the overall appeal and market value that a given 

property elicits.  Essentially, any type of good or commodity can be 

viewed as a package with many different characteristics that add or 

subtract to the overall value of that particular good. This is true for real 

estate as well.  A residential property is simply a combination of 

characteristics (such as size, location, construction, etc.) that all 

contribute in some measurable way to the ultimate value that a particular 

buyer places on that home.  

This concept of identifying individual traits for a particular good 

actually goes back to the early 20th century with the study by Court (1939) 

where he first created a system for modeling a price index for 

automobiles. This concept of product differentiation based on hedonic 
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modeling was later expanded by Lancaster (1966) and Rosen (1974). 

Lancaster is often credited with the development of a branch of 

microeconomic theory based on the idea that goods are valued by the 

inherent characteristics that comprise a particular good. He applied this 

theory to housing as well as topics such as financial assets and the 

demand for money.  

Rosen’s work is similar to Lancaster’s, but his focus is more on the 

interaction between suppliers and consumers. His original work with this 

model is the basis for much of the research that has been done in relation 

to estimating demand functions for real estate and the measurement of 

individual housing characteristics. At the most basic level, Rosen surmised 

that “goods are valued for their utility-bearing attributes or characteristics. 

Hedonic prices are defined as the implicit prices of attributes and are 

revealed to economic agents from observed prices of differentiated 

products and the specific amounts of characteristics associated with 

them” ( Rosen, 1974).  

This approach was later applied to estimate property values based 

on structural variables, location variables, neighborhood variables, and 

other external factors. In his research paper, “The Measurement of 

Neighborhood Dynamics in Urban House Prices” (1990) Ayse Can applied 

Rosen’s principles of Hedonic price regression to urban house prices 
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based on characteristics such as: type of housing, number of bedrooms, 

living space, fireplace, basement, garage, distance to central business 

district, distance to shopping centers, distance to transportation networks, 

quality of schools, public services, safety, environmental pollution, 

environment noises, etc. 

Can argued that based purely on the hedonic price function, 

“housing is a multidimensional good differentiated into a bundle of 

attributes that vary in both quantity and quality. Accordingly, the hedonic 

housing price regression becomes an operational tool that functionally 

links housing expenditures to some measures of attributes of houses” (Can, 

1990). His paper went on to advance this theory to include the effects 

and measurement that the neighborhood has on the hedonic housing 

price regression model. Can determined that there were nine different 

variables that effect neighborhood quality that include: percentage of 

nonwhite population, median household income, percentage of 

unemployed persons, percentage of families under the poverty level, ratio 

of owner-occupied units to renter-occupied units, percentage of unites 

built before 1939, percentage of vacant units, percentage of housing 

units with complete plumbing, per capita crime to property. Based on 

these factors, Can developed a standardized neighborhood quality score 

that was then used in his price regression model.   
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Other notable contributors to the study of Hedonic analysis in terms 

of demand for housing and neighborhood characteristics include 

Palmquist (1985), Follain and Jimenez (1985), Blomquist and Worley (1981), 

Witte, Sumka and Ererkson (1979), Harrison and Rubinfeld (1978) and 

Nelson (1978).  

In 1985, Validimir Bajic wrote the paper “Housing-Market 

Segmentation and Demand for Housing Attributes: Some Empircal 

Findings” (1985).  His paper expanded on the theory of hedonic 

regressions and the contribution of various housing characteristics to 

housing prices. In his paper, Bajic used Rosen’s Hedonic approach to 

housing prices, but also noted that “a simple market-wide hedonic 

regression assumes a unified housing market near or in short-run 

equilibrium” (Bajic, 1985). He went on to argue that there is a difference in 

attribute prices across different market segments and that these should 

be considered in the housing pricing model. Ultimately, he concluded 

that the hedonic model should be fitted separately for different 

submarkets.  

This concept of increasing the accuracy of the hedonic analysis by 

narrowing the subject group into particular submarkets has been given 

more attention in recent years including a study by Goodman and 

Thibodeau (2003) and Sirmans, Macpherson and Zietz (2005). In their 
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paper, “Housing Market Segmentation and Hedonic Prediction 

Accuracy,” Goodman and Thibodeau developed parameters for 

creating a hierarchy of submarkets. It should be pointed out that in their 

study they underscore the importance of school quality in delineating 

submarkets. This is something that in our analysis also seems to play a vital 

role in the hedonic modeling results.  

Sirmans, Macpherson and Zietz (2005) state that; “One caveat in 

using hedonic pricing models is that the results are location-specific and 

are difficult to generalize across different geographic regions”(Sirmans, 

Macpherson and Zietz, 2005). While performing studies across broad 

geographic regions may help identify consistencies across a broader 

market, we felt that there was enough research that pointed to the need 

to focus our study on a more concentrated geographic region (i.e. Cobb 

County, Georgia).  

The study by Sirman, Macpherson and Zietz was also very interesting 

because they analyzed 125 different Hedonic Pricing Models that have 

been published over the previous decade. This study identified the most 

common housing characteristics that were used in hedonic pricing 

equations as well as whether or not those particular factors had positive or 

negative effects on the overall pricing for that study. Below is a copy of 
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the chart indicating the characteristics most often found in hedonic 

modeling studies (See Table 2.1).  

Table 2.1 

 

In Stephen Malpezzi’s review of Hedonic Models (2002), he identifies 

the characteristics, based on his vast studies and experience, that he 

would consider part of a full dataset when developing a hedonic 

regression model (Table 2.2).   
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Table 2.2 

  

Based on these studies, we have compiled a list of characteristics in 

our data set that takes almost all of these housing characteristics into 

account.  It should be noted that a few of the characteristics we do not 

employ in our dataset have to do with the fact that we are measuring the 

affect of housing characteristics on sales price rather than rental amounts.  
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2.2 Economic Factors and Their Affect on Real Estate Values 

While it may seem obvious that the downturn in the economy 

between 2006 and 2009 has had an impact on real estate values, it is 

important to understand the true accuracy of this assumption. In justifying 

the notion that real estate values have dropped as a result of the 

economy, we look at certain economic indicators and measurements to 

confirm that real estate prices have indeed dropped in conjunction with 

declining economic metrics. There have been a number of researches 

who have attempted to determine which economic variables have the 

greatest impact on home prices. While it is not necessarily our goal to 

identify exactly which indicators have what impact, it is important to 

confirm that there is a correlation between negative economic news and 

a reduction in home values.  

Alan Reichert did a study in 1990 which examined both national 

and regional economic factors and their corresponding effect on 

regional housing prices. In his research he concluded that certain factors 

such as interest rates have a fairly uniform effect nationally, while regional 

factors such as population, employment and income have a measurable 

effect as well. He goes on to argue that national policy towards housing 

should look at the United States in terms of 4 broad regions with differing 

economic factors rather than the country as a whole. Another interesting 
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finding in this research was a fairly consistent seasonal effect in which 

housing prices tend to experience slight increases and decreases during 

different quarters throughout the year. As a result of this research, we 

have collected economic data both on a national level as well as a 

regional level in our attempt to understand the true economic effect in 

our area of study. In addition, our two sets of data were taken from the 

same month in an effort to eliminate any seasonal variation in values.  

Other similar studies were performed by John Quigley in 1997 as well 

as in 1999. In his study, he concluded that real estate values are indeed 

affected by fundamental factors in the economy. Some of the factors he 

mentioned in his study include the Consumer Price Index, population, 

vacancy rates, unemployment rates, mortgage volume and housing 

sales.  Similar to Reichert’s work, Quigley also concluded that regional 

economic factors are an important measurement when analyzing a 

particular housing market.  

Still another study by John Clapp looked at the effect of economic 

variables on local housing prices. While his research focused more on two 

particular models for measuring housing price indices, he also concluded 

that housing prices as a whole do respond negatively to an increase in 

interest rates as well as high unemployment figures.  
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While these conclusions about the effect of the national and local 

economy on real estate values may seem obvious, it is important to 

confirm this natural assumption before evaluating our data. As a result of 

this literature, we will attempt to gather economic data at a national level 

as well as a regional level. We will also attempt to eliminate seasonal 

fluctuations by collecting data from same month in time across different 

years.  
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CHAPTER 3 

METHODOLOGY 

 

3.1 Sample Area 

Our interest in analyzing changes in home buying activity in a bad 

economy versus a good economy required that we eliminate as much 

variation as possible outside of the economic effects on the real estate 

market. In an effort to eliminate “outside noise” in our dataset, we 

employed the following criteria in our data collection.  

First, we narrowed our dataset down to a particular geographic 

region; Cobb County, Ga. We originally considered a broader set of data 

that would encompass all of Metro Atlanta, but determined there were 

too many pockets of real estate within all of Metro Atlanta that may throw 

off the results of the regression modeling. For example, were we to take 

sample data from areas closer to the city of Atlanta, we know that there 

would potentially be large variations in home value based on crime, 

proximity to trendy shopping and restaurants, new developments, etc. It is 

not uncommon to have 200% swings in home values within 1 or 2 miles in 

certain parts of Atlanta. While there are already a number of studies that 
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have attempted to explain urban neighborhood dynamics, we wanted to 

focus our study more on the suburban setting.  

 

Figure 3.1 

 

Cobb County is located just to the northwest of Atlanta and is the 

fourth most populated county in the state, behind Fulton County, Dekalb 

County, and Gwinnett County. Within the 10 core counties that make up 

Metro Atlanta, Cobb County accounts for approximately 16% of Metro 
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Atlanta’s population (See table 3.1). There are 5 cities within Cobb County 

which include Acworth, Austell, Kennesaw, Marietta, Powder Springs, and 

Smyrna. While there is a fair amount of variation throughout the county in 

terms of crime, schools, income, etc., we did not feel like there was so 

much variation that our results would be skewed. In fact, the variances in 

proximities, schools and demographic makeup actually make it a great 

geographical area to analyze as we seek to identify which of these types 

of housing variations have the biggest impact on value.  

Table 3.1 

 

 

Our second consideration in collecting data was to select 

properties that had sold in a good economy versus a down economy. We 

selected August 2006 as the month for sales in a good economy and 
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August 2009 as the month for sales in a down economy. We go into more 

detail in the next section that describes how we measure the health of the 

economy and how we can determine a good economy versus a bad 

economy. However, the reason we selected only one month in time for 

each year was to eliminate as much variation as possible in regards to 

changing interest rates, seasonal variations in the market, and other 

economic changes. The idea was to take a snapshot of the real estate 

market for each point in time without introducing too many other 

influences. The data that we collected includes only properties that have 

a selling date between August 1st and August 31st for the respective years 

as recorded in FMLS (First Multiple Listing Service).  

The third consideration in collecting our data was to only include 

retail sales up to $600,000 dollars. This meant that we did not include 

foreclosures in our data. While some may argue that foreclosures are a 

significant portion of the real estate market, especially in 2009, we did not 

want to include distressed sales. This meant that the properties that we 

selected from the First Multiple Listing Service could not be classified as 

“Foreclosure”, “Short Sale”, “Corporate Owner” or “Lender Owned.” We 

believe that the distressed sales did not accurately represent the average 

consumer’s purchasing decisions and as such, would potentially skew the 

results of our analysis. Additionally, we did not include homes over 
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$600,000 as this represented only a very small segment of the housing 

market in Cobb County. The few number of homes that could have been 

included in our research in this price range would have been outliers and 

would have potentially skewed our results.  

The fourth consideration in our collection of data was to not only 

collect data within Cobb County, but to make sure we collected a good 

cross section of homes throughout the entire County. The First Multiple 

Listing Service actually divides Cobb County into 7 distinct geographic 

regions (see Table 3.2). 

Table 3.2 

 

For our data collection, we selected between 20 and 30 home sales 

from each area and for each year. While we did not have the resources 

or capacity to use every sale in each area for our data, we collected 
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approximately a third of the total transactions available. In doing this, we 

were careful to select homes at every price point that existed within a 

given area so that our sample was a good representation of the total 

sales in that area. See Figure 3.2 which shows the location of our sample 

set of properties and their respective locations within Cobb County. (The 

red pins represent the dataset from 2006 and the blue pins represent the 

dataset from 2009.) 
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Figure 3.2 
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3.2 Sample Data 

The data that we collected in terms of housing characteristics was 

very similar to many of the previous hedonic studies that had been 

documented by Sirmans, Macpherson and Zietz (2005). Most of the 

information was obtained by using the First Multiple Listing Service (FMLS) 

which is only available to real estate agents. In addition to FMLS, we used 

Realist, which is a tool incorporated into FMLS that pulls property 

information directly from the tax records. While this was the primary source 

of data collection, we will discuss some of the other sources of information 

used to obtain property data as we expand on the actual housing 

characteristics that we collected.  

In terms of the housing characteristics that were used in our 

regression models, we wanted a well rounded list of housing 

characteristics encompassed in these three broad categories: Property 

Characteristics, Community Characteristics, Proximity Characteristics. 

Similar to Can’s approach (1990), we wanted to include more than just 

structural variables in our hedonic regression models.  
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The variables that we included in our Building Characteristics section 

are as follows: 

• Bedrooms: (the number of bedrooms within a property as listed in 

FMLS.) 

• Bathrooms: (the number of bathrooms within a property as listed in 

FMLS including full baths and half baths.) 

• Square Feet: (Square Footage is not listed in FMLS, but is included in 

the Tax record. This variable was collected using Realist.) 

• Age: (The year built is included in both FMLS and Realist. We used 

the age of the home at the time of the sale as our variable.) 

• Stories: (The number of stories is included in FMLS. We did not 

include basements as an additional story.) 

• Garage: (The presence of a garage as well as the number of 

parking spaces is included in both FMLS and Realist.) 

• Basement: (The presence of a basement is included in FMLS as well 

as Realist. FMLS also typically mentions whether the basement is a 

full basement, a finished basement, and/or a daylight basement.) 

• Exterior Construction: (The exterior construction type is listed in 

FMLS.) 

• Lot Size: (The exact lot size is listed by acres in Realist.) 

• Pool: (The existence of a pool is listed in FMLS.) 
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• Floor Covering: (The types of floor covering are typically listed in 

FMLS.) 

• General Interior: (The general interior of a property was determined 

by pictures and descriptions within FMLS.) 

• General Exterior: (The general exterior of a property was also 

determined by pictures and descriptions within FMLS.) 

The variables that we used in our community characteristics are as 

follows:  

• Schools: (We collected data on each High School District within 

Cobb County using School-Digger.com. School Digger rates high 

schools on 1-5 ranking based on standardized test scores.) 

• Swim/Tennis: (This refers to the existence of a swim and tennis facility 

available through the neighborhood association for a given 

property. This information is listed in FMLS.) 

• Crime Statistics: (Crime stats were collected from the Federal 

Bureau of Investigation’s website and are calculated as a 

percentage of the total population.) 

•  Household Income Levels: (Median Income levels were collected 

by zip code using the company Onboard Informatics.) 
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The variables that we used in our proximity characteristics are as follows:  

• Proximity to Downtown Atlanta: (We used Google Maps to 

determine the mileage from a given property to the center of 

downtown Atlanta. Google actually uses the State Capital 

Building as the center point of downtown Atlanta.) 

• Proximity to Major Highway: (Google Maps was used to 

determine the shortest distance to the closest major highway.)  

• Proximity to Shopping Center: (Again, Google Maps was used to 

determine the shortest distance to the closest shopping area.) 
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3.3 Economic Data 

The analysis of our data rests on the notion that the data set from 

August 2006 is in a good economy compared to the data set from August 

2009 in a bad economy. While few people would argue that our country 

has been in a recession for the last few years, it is still important to know 

and understand what this information is based on. The National Bureau of 

Economic Research actually declared that the United States has been in 

a recession since December 2007 (Rampell, 2008).  While this is widely 

accepted, it was still important for us to look at many of these economic 

indicators so that this assertion could be backed up with real numbers. 

The metrics that we used to conclude a down economy were as follows:   

• Unemployment Rate: (The unemployment rate is a measure of the 

percentage of the population currently unemployed and is 

available through the U.S. Department of Labor. We were able to 

obtain and analyze this data at the national, state and county 

level.) 

• Consumer Price Index: (The Consumer Price Index (CPI) is a 

measure of the average change in prices over time of goods and 

services. It is the most widely used measure of inflation and is 

sometimes viewed as an indicator of the effectiveness of 
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government economic policy. The U.S. Bureau of Labor Statistics 

releases the updated CPI every month.) 

• Gross Domestic Product: (The Gross Domestic Product (GDP) is put 

out by The Bureau of Economic Analysis which falls under the U.S. 

Department of Commerce. The GDP is generally defined as the 

output of goods and services produced by labor and property 

within a particular country and is typically considered a measure of 

a country's economic performance.) 

• Payroll Employment: (The Bureau of Labor Statistics publishes 

quarterly figures at the national and state level in regards to total 

payroll amounts and percent changes in payroll.)  

• Dow Jones Industrial Average: (The Dow Jones Industrial Average 

(DJIA)is an index of large, publically traded companies that is 

typically used to gauge the performance of the industrial sector of 

the United States.)  

• New Housing Permits and New Construction: (The Department of 

Commerce, Bureau of the Census publishes monthly data on total 

new construction as well as new private housing. This is a great 

indicator of what’s going on in the real estate market.)  
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• Mortgage Delinquencies: (The percentage of Mortgage 

Delinquencies by quarter is available through the Mortgage Bankers 

Association of America. This is also a very good indicator of what’s 

happening in the real estate market.)  
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3.4 Statistical Analysis 

The goal of our study was to determine which characteristics of 

housing were meaningful to buyers in 2006 as well as 2009 and compare 

the results. In order to determine which characteristics had a significant 

impact on the overall price of a home, we used regression analysis. A 

regression essentially measures the impact of one or more independent 

variables on a single dependent variable. In our model, the price per 

square foot for a given property is the dependent variable and all of the 

other characteristics of the property (i.e. bedrooms, schools, proximity to 

downtown) are the independent variables. Regression analysis is 

extremely useful in this scenario because it allows us to measure the 

individual significance (or insignificance) of each individual variable.  

There are two types of regression models that we used to analyze 

this data. The first model we used is known as the Best Subsets Regression. 

This model is ideal because it enables you to view different combinations 

of independent variables that provide the best regression model for 

further analysis. Using Minitab as the statistical program, we are provided 

with the following statistical elements for each different grouping of 

variables: R-Square, Adjusted R-Square, and s statistic.  
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The R-Square value is essentially a measure of the predictability of 

the model (i.e. Independent variables in relation to the dependent 

variable). The R-Square value can range from 0 to 1 where 1 would 

represent a perfect correlation between the independent and 

dependent variable(s). The R-Square value is actually derived from the 

regression sum of squares (the variation attributed to the relationship 

between the independent variables and the dependent variable) and 

the residual sum of squares (the variation attributed to the error 

coefficient). When the Regression Sum of Squares (RSS) is added to the 

Residual Sum of Squares (SSE), you get the Total Sum of Squares. When the 

Regression Sum of Squares (RSS) is then compared to Total Sum of 

Squares, you get the proportion of the total variation explained by the 

regression model or the R-Square value (Minitab).  

The Adjusted R-Square is simply the R-Square value adjusted to 

more accurately reflect the predictability of the model based on the 

number of predictors.  The S value is essentially the standard deviation 

from the regression, or the standard distance data values fall from the 

regression line. As you would expect, the lower the S value, the better the 

regression model.  
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The second regression model that we used to analyze this data was 

the Stepwise Regression Model. Similar to the Best Fit Regression Model, 

the concept behind this is to determine the best combination of predictor 

variables. The Stepwise Regression is run automatically through Minitab 

and is a process whereby a predictor variable is added one step at a time 

and the program either adds the most significant variable or removes the 

least significant variable at each step. The Stepwise Regression 

automatically stops running when all of the variables in the model have a 

P-value less than the alpha value and all of the variables not in the model 

have a P-value above the alpha value. Again, the concept is that 

through the process of addition and elimination, the Stepwise Regression 

program eventually determines the best set of predictor variables.  

P values range from 0 to 1, but the smaller the P value, the better 

the predictor. The Alpha value that we used in our model and is fairly 

common in this type of analysis was .05. Thus, the predictors that were 

determined to be significant in our Stepwise Regression were those that 

had a P value of less than .05.  
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Figure 3.3 

 
 
 
 
 

Another measurement that we used to analyze our data was the 

correlation between variables. The correlation between two variables is 

simply a measure of the linear relationship between those two variables. 

When working with housing characteristics, it is very common to find that 

certain variables are highly correlated with each other. For example, 

there is a fairly consistent relationship between the number of bedrooms 

and number of bathrooms in a house. Typically, homes with more 

bedrooms also have more bathrooms. Highly correlated variables are 

those with coefficients approaching 1 or -1, which would indicate a 

perfect linear relationship.  
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Figure 3.4 

 
 
 

In our analysis we used the correlation coefficient as another 

indicator of the relationship between certain independent variables 

compared to the dependent variable. Variables with a high correlation to 

our dependent variable were typically identified as significant in our 

regression analysis as well.  
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CHAPTER 4 

RESULTS 

 

4.1 Economic Results 

As discussed in the Economic Data section of Chapter 3, we 

wanted to confirm that conventional economic measurements indicate 

that the economy was in a recession in August 2009. At the very least, we 

wanted to make sure that our assumption that August 2009 was worse 

economically as compared to August 2006 was accurate. While The 

National Bureau of Economic Research declared that we have been in a 

recession since December 2007, it was still important to understand the 

facts.  

The first measurement of the economy that we looked at was the 

unemployment rate. Few people would argue that the unemployment 

rate is an important metric when determining the state of the economy. 

As you can see in Table 4.1, the unemployment rate was 4.6 in 2006 and 

began climbing towards the end of 2007 all the way up to 10.2 in August 

2009.  
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Table 4.1 
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Another economic measurement that we analyzed was the 

Consumer Price Index (CPI). The CPI is a good measure of inflation and 

also the strength of the dollar. In August, 2006, the CPI was 199.6 and in 

August 2009, the CPI had increased to 211.15. While increases like this are 

not uncommon over a three year period, it does indicate some inflation in 

the economy which weakens the dollar over time.  

  The Gross Domestic Product (GDP) is a measurement of the total 

output of goods and services within a given year. The Bureau of Economic 

Analysis lists the GDP for the second quarter of 2006 at approximately 

102.564. The GDP continued to increase till the beginning of 2008 at which 

point the recession began to take its toll and the GDP began falling. By 

the second quarter of 2009, the GDP had fallen back down to 102.082 

(See Figure 4.1). 

 
Figure 4.1 
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Another factor within the economy that indicated a downward 

trend was the payroll declines in the U.S. as well as in Georgia. As you can 

see in figure 4.2, both the national and state payroll employment growth 

numbers began declining around the beginning of 2008.  

 
Figure 4.2 

 

A measurement that the general population often associates with 

the state of the economy is the Dow Jones Industrial Average (DJIA). The 

DJIA averaged 11,408 throughout 2006. The market continued to climb in 

2007 and actually reached an average of 13,169 for that year. However, 

the market began steadily falling and actually dipped into the 7000’s 

earlier in 2009 before beginning a slight creep back up to approximately 

9000 in August 2009.  
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In looking at the real estate market, the trends appear to be very 

similar. New Residential Construction had dropped from approximately 

4.68 billion dollars nationwide in 2006 to 1.3 billion as of July 2009. You can 

see in Figure 4.3 below that new permits in the U.S., Georgia as well as 

Cobb County have also been on the decline since the third quarter of 

2006.  

 
Figure 4.3 
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In addition to the decrease in new construction, the percentage of 

mortgage delinquencies in the U.S. as well as in Georgia has been on the 

rise since 2007 (See Figure 4.4 below). 

 
Figure 4.4 

 
 
 

Based on this collection of economic data, it is fairly reasonable to 

conclude that the economy as a whole as well as the local economy was 

in worse condition in August 2009 than it was August 2006. With high 

unemployment, a sputtering stock market and almost no new housing, our 

next analysis will entail how buyers in the Cobb County market react in this 

type of economy.  

 

 

 



39 

 

4.2 A Change to the Dependent Variable 

With most regression analysis studies that relate to real estate prices, 

the dependent variable is almost always the market price for a particular 

property, whether that be the sales price or rental price. All of the 

characteristics of that property (i.e. square footage, bedrooms, proximity 

factors, etc.) are the independent variables and are the predictors of that 

market price. One of the very first things we noticed as we began to run 

the Best Subsets Regression analysis on the 2006 data as well as the 2009 

data was that “Square Footage” was an extremely high predictor of sales 

price by itself. One would assume that square footage would be one of 

the most important factors in determining the price of a property, but we 

were surprised to find out to what extent. It turns out that while other 

factors such as lot size, swim/tennis and proximity to downtown didn’t 

necessarily make the regression model any worse, the best predictor of 

sales price was simply square footage by itself.  For the 2006 data, the 

regression model using sales price as the dependent variable and only 

square footage as the independent variable produced a regression 

model with an Adjusted R-Square value of approx 95% (See Table 4.2 

below).  
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Table 4.2 

 

The results were similar for 2009 as well. We ran the same regression 

using sales price as the dependent variable and square footage as the 

independent variable. This produced a regression with an adjusted R-

Square value of approximately 92% (See Table 4.3 below). 

Table 4.3 
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Based on the fact that square footage is such a strong indicator of 

sales price in Cobb County, we decided to change the dependent 

variable in our analysis to “Price per Square Foot” instead of just “Price.” 

Our hope in this study was to see how all characteristics of housing 

contribute to the overall value that a buyer places on a property. Since 

“Square Footage” seems to drown out the other variables, we thought 

that if we could incorporate this into the dependent variable, perhaps we 

could gain insight into how the other housing characteristics factor into a 

“Price/SF” comparison.  

Moving forward with the analysis simply involved creating another 

column in our dataset for “Price/SF.” We also identified the few number of 

houses in both sets of data that were located on lots greater than one 

acre and removed them from dataset. This was only 5 properties in 2006 

and 4 properties in 2009.  Considering the fact that “Price/SF” was the 

new dependent variable, we wanted to reduce the variability caused by 

properties with large lots where much of the value came from the size of 

the lot rather than just the square footage in the property.  
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4.3 Statistical Analysis 

The first step in our statistical analysis was to get a general idea of 

how “Price/SF” was distributed for both years. To do this, we created a 

histogram which categorized the percent of properties falling within a 

given range of price per square foot values (see Figure 4.5). As would be 

expected, the percentage of properties at lower price points ($40/SF to 

$80/SF) is greater for the 2009 properties whereas the percentage of 

properties at the higher price points (from $90/SF and higher) is greater for 

the 2006 properties.  

 
Figure 4.5 

 



43 

 

The next step in our analysis was to examine the correlation factors 

between “Price/SF” and all of the other variables. Once both of the 

correlations were run through Minitab, we ordered them from the highest 

correlation to the least (See Table 4.4 below). 

Table 4.4 

 

At an initial glance of these two sets of correlation values, it is 

interesting to observe that the 2009 variables appear to be relatively more 

correlated to “Price/SF” than the 2006 variables. While neither set has 

significantly high correlations to “Price/SF,” it is interesting to note the 

differences between the two sets of data. While some variables are at the 
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top of both lists (such as “General Interior”) others are very different 

between each set of data. For example, “Swim/Tennis” is second from the 

top in 2006, but it is second from the bottom in 2009.  

While correlation factors are interesting to note, it is still important to 

see which factors the regression analysis determines to be significant. 

However, based on the results of this correlation comparison, we would 

expect to see most of the variables at the top of these lists in the following 

regression models. 

The next step in our statistical analysis of the data was to run the 

Stepwise Regression for each set of data. With the use of Minitab, the 

Stepwise Regression should provide us with a regression model that 

contains the most significant variables for each year. The first Stepwise 

Regression was run on the 2006 data. All of the previously listed 

characteristics were run as the independent variables and “Price/SF” as 

the dependent variable. Our results were as follows (See Table 4.5 below):  
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Table 4.5 

 

The Stepwise Regression process cycled through 6 steps until it 

concluded with the results shown above listing the 6 variables that were 

considered to be good predictors based on an alpha value of .05. Next 

we ran the Stepwise Regression for the 2009 data (see Figure 4.6).  
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Table 4.6 
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The Stepwise Regression for 2009 cycled through 11 steps before 

obtaining a regression with 5 variables and an Adjusted R-Square value of 

38.79%. Something interesting to note is the fact that the 2009 data has a 

relatively higher Adjusted R-Square than the 2006 data. Also interesting to 

note are the variables that were significant in both years as well as the 

variables that were not (See Table 4.7).  

 
Table 4.7 
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 Another interesting observation in this table is the fact that the top 

two variables for the 2009 correlation comparison were not included in 

the final Stepwise Regression model.  To double check the significance of 

these two variables, we ran another multi-variable regression that 

included these two variables in addition to the five that were produced 

by the Stepwise Regression. The results of this regression are as follows (See 

Table 4.8):  

 

Table 4.8 
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 Based on these results, the “General Exterior” variable does indeed 

have a P-value that is too high to be considered significant. The “General 

Interior” variable, however, does still fall within the range of significance. 

We ran one more regression analysis with the 2009 data that did not 

include “General Exterior,” but did include “General Interior” (See Table 

4.9).  

 

Table 4.9 

 
 

 
 
 This final regression for the 2009 data produces a model where the 

Adusted R-Square is 39.2, which is higher than the Stepwise Regression, 

and one in which all of the variables have statistically significant P-values. 

Based on these results, we include “General Interior” as a variable that 

has significance for our 2009 data (see Table 4.10).  
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Table 4.10 

 

 

 Table 4.10 is a great summation of the comparison between the 

regressions for each set of data. Each set of data has six variables that 

were determined to be significant in predicting “Price/SF” for each year. 

Three of the variables were significant in each year (highlighted in yellow 

in Table 4.10) and the other three variables were unique to their 

respective years.  In addition to the unique variables for each year, it is 

also interesting to observe the higher correlations in 2009 as well as the 

higher Adjusted R-Square values for the 2009 regressions.  

 The last step in determining the statistically significant variables was 

to run the Best Subsets Regression to confirm the results of our previous 

analysis. We ran the first Best Subsets Regression on the 2006 data (See 

Table 4.11).  
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Table 4.11 

 

 

 

The Best Subsets Regression appears to have confirmed the 

Stepwise results. The Adjusted R-Square value of 22.2% with only 6 

variables appears to be the best fit. By introducing additional variables 
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beyond this 6, there is only a marginal increase in the Adjusted R-Square 

value, thus we have highlighted the Best Subsets model with 6 variables 

(Table 4.11). This list of variables is identical to the variables that were 

produced using the Stepwise Regression.  

 Next, we ran the Best Subsets Regression on the 2009 data to 

confirm the best regression was used to determine the significance of our 

housing variables (see Table 4.12).  
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Table 4.12 

 

  

The Best Subsets Regression for 2009 was not quite as cut and dry. 

There are a few different regression models that produce fairly similar 

results in terms of Adjusted R-Square (see highlighted rows in Table 4.12). 

Some of the models that are produced using six variables include “Exterior 
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Construction” and the model with five variables does not include 

“General Interior.” However, we ran into a similar situation when we ran 

the Stepwise Regression on the 2009 data and determined that the 

“Exterior Construction” did not have a significant enough P-Value and 

that “General Interior” was significant enough to include in our results. For 

the most part, the Best Subsets Regression for 2009 still points to the same 

variables that we identified previously.  
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4.4 Exploring the Results 

Based on the results of the regression analyses, we were hopeful 

that changes in buying patterns might be identified as a result of the 

changed economic conditions. To do this, we created a summary of the 

regression results for 2006 and compared them to 2009 (See Table 4.13).  

Table 4.13 

 

The most obvious difference between the data for 2006 and 2009 is 

the Adjusted R-Square value. The regression models for 2009 indicate an 

Adjusted R-Square value of approximately 39% while the regression 

models for 2006 are only 22%. Again, the R-Square value represents the 

predictability of the identified variables (i.e. housing characteristics) in 

terms of “Price/SF.”  

In analyzing the sets of variables that were identified by the 

regression analysis, there are some similarities and some differences. We 

start by breaking down housing characteristics into a few different 
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classifications such as Structural (Housing) Elements, Aesthetic (Housing) 

Elements, Locational Elements, etc. We then classified the various 

characteristics that were identified by the regression analysis for each 

year and place them into their respective categories (See Table 4.14).  

Table 4.14 

 

While there are differences in which variables are the best 

predictors for each year, the two sets of variables are actually fairly similar 

to each other.  An obvious observation is the fact that there are 3 

predictors common to each set of data (“General Interior”, “Proximity to 

Downtown” and “Schools” as highlighted in Figure 4.14).  Another similarity 

is the concept of having a pool as an amenity. The swim/tennis amenity 

was identified as a significant factor in 2006 and the existence of a pool 

on the property appears to be significant in 2009. While these are not the 

same, they are both amenities that provide for a swimming pool, whether 

it be at the neighborhood club or in the backyard.  

In terms of differences, it is interesting to note that the number of 

stories has a statistically significant negative correlation in 2006. Also, the 
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flooring turned out to be statistically significant in 2009 but not in 2006. This 

category is a somewhat subjective and aligns fairly closely with General 

Interior.  In fact, when looking at the correlation factor between General 

Interior and Flooring for 2009, there is a factor of 0.566 which is very high as 

compared to the other variables. Based on this, it is not surprising that if 

the general interior condition was identified as a significant variable, then 

flooring could be as well.  

Another interesting difference between the 2006 and 2009 data set 

was the fact that “Proximity to Shopping” was identified as significant in 

2006 but not in 2009. While this research does not attempt to explain this, it 

is still an interesting difference to observe. Also, in 2009 “Median Income” 

proved to be significant but this was not the case in 2006.  
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4.5 Additional Observations 

In addition to identifying which variables were most significant for 

each year, our data collection also provided us an opportunity to analyze 

which characteristics of housing helped to insulate against large drops in 

value.  Based on our data sets, we calculated an average Price/SF drop 

of over 6.5% from 2006 to 2009 in all of Cobb County. However, when we 

look closer, it is clear that certain areas were affected with large drops in 

value while some areas actually increased in value.  With the significant 

characteristics of housing identified for each year, we performed some 

additional analysis to attempt to understand which combination of 

characteristics help prevent home values from dropping.  

The first analysis that we performed was geographically based. 

FMLS divides Cobb County into 7 separate regions that we were able to 

study individually. Using these 7 different geographic areas, we 

calculated the average “Price/SF” for both the 2006 and 2009 data set. 

We then analyzed the percent change in each area from 2006 to 2009 

(See Table 4.15). 
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Table 4.15 

 

This calculation is interesting because it confirms that some areas 

decreased in value while some areas actually increased. Our next step 

was to look at some of our predictor variables within these different 

geographic areas to see if there might be an explanation as to why some 

of the areas decreased in value and others actually increased. Using this 

same chart, we added a column for Average Median Income and 

another column for Average School Rating (See Table 4.16).  

Table 4.16 
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In analyzing the “Price/SF” in the different geographic areas, it 

became immediately clear that the areas that dropped in value had 

lower median incomes and poorer school ratings versus the areas that did 

not drop in value. In fact the two areas that had the highest income and 

highest average school rating were the only two areas that experienced 

an actual increase in average “Price/SF.” As a side note, it is not surprising 

that “Median Income” and “School Rating” appear to track each other. 

There is a very high correlation factor in our data (.612) between “Median 

Income” and “School Rating.”   

To further explore what kind of affect the “School Rating” might 

have on values, we calculated average “Price/SF” for 2006 and 2009 

based only on the school rating. This comparison also indicated that in 

areas with poor school ratings, home values experienced a significant 

drop in value. We found that homes in school districts with a category 1 or 

2 dropped the worse. Category 1 school districts dropped on average 

27.41% and category 2 school districts dropped 32.66% (See Table 4.17).  
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Table 4.17 

 

To further understand how the school district combined with our 

other predictor variables were affecting values, we created additional 

tables comparing the school rating to the general interior (Table 4.18).  

Table 4.18 
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Based on these results, it appears as though homes in the category 

5 school districts hold their value regardless of the interior condition of the 

homes.  Additionally, homes in school districts with a rating of 3 

experience some increases as well when the general interior of the homes 

are above average or well above average.  

To further explore the effect of the school system on depreciating 

home values, we created a comparison of school quality in relation to the 

proximity to downtown (see Table 4.19).  
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Table 4.19 

 

 

 

 

 Interestingly, we find that the category 4 and 5 school districts 

actually increase in value from 21 to 25 miles away. However, as we get 

closer to downtown, all of the school districts, regardless of the school 

rating, experience declines in value. This would seem to indicate that 

even though proximity to downtown is a significant factor in determining 

the Price/SF of a home, there is still a more stable housing market farther 

away from downtown in combination with good school districts.  
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 Lastly, we analyzed the proximity to downtown in relationship to 

general interior condition (See Table 4.20).  

Table 4.20 

 

 

 

 Again, we find that homes a little farther away from downtown 

seem to hold their value or even increase in value better than the homes 

closer to town. This appears to be true at least for homes with above 

average interiors. This is especially true for the 21 to 25 mile distance from 

downtown where even the homes with average interiors have an 

increase in Price/SF.  
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CHAPTER 5 

CONCLUSION AND RECOMMENDATIONS 

 

Through the use of statistical analysis, we were able to identify 

different buying patterns in a good economy and a bad economy. Our 

regression models helped us to identify which characteristics of housing 

were the most significant at each point in time. We were also able to 

further identify how some of those significant characteristics could 

actually help certain properties maintain their value in a declining market 

while other properties in the same region were depreciating.  

 The results of our regression analysis revealed that there were some 

similarities and some difference in regards to which characteristics of 

housing were significant in determining the value that buyers place on 

residential properties in a good economy versus a bad economy. For 

instance, in 2006, buyers placed a higher value on one-story properties 

whereas this was not a significant factor for homebuyers in 2009. In 

addition, there was also a greater significance placed on the proximity to 

the closest shopping area in 2006 versus 2009. While our research does not 

speculate as to why this is the case, we would recommend that further 

research be conducted to understand why homebuyers placed more 

significance on certain variables from one real estate market to the next.  



66 

 

 Another difference that was identified between the two years was 

the predictability of housing characteristics in relationship to “Price/SF.” 

The R-Square value for the 2006 regression models was approximately 22% 

in 2006 versus 39% in 2009.  In addition, the housing characteristics in 2009, 

as a whole, had higher correlation values in relationship to “Price/SF.”  

Further research could be conducted to analyze why the correlations and 

the predictability of the regression model appear to be higher in the 

down real estate market.  

 Another finding in our research was the fact that the quality of the 

school district, the proximity to downtown and the general quality of the 

interior all proved to be important housing characteristics in both 2006 

and 2009. As we analyzed these characteristics in more depth, we found 

that in Cobb County, homes that were approximately 20-25 miles away 

from downtown experienced less depreciation than other areas. This was 

especially true when the homes had an above average interior and were 

located in good school districts. In fact, homes in this general proximity to 

downtown that were in good condition and located in good school 

districts, on average, actually increased in value. 

  In conclusion, our research enabled us to identify characteristics 

that were significant in both a good economy and a bad economy as 

well as significant characteristics that were unique to both. While our 
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research was limited to identifying what can be observed from objective 

sales records, we did not explore the “why” behind these observations. For 

each home sale in Cobb County, there was an individual buyer who 

made a decision to purchase that house for a certain sales price based 

on their own decision criteria. An interesting area of research that could 

compliment our research would be to explore the decision-making 

process of buyers in a good economy versus a bad economy.  

 In closing, this study helped to develop a model for determining 

changes in demand for certain attributes of residential real estate in Cobb 

County, Georgia, but the application of this research model can be 

applied in other metropolitan areas as well. The study of changes in 

hedonic model results over two different periods of time is fairly 

unexplored and our research could be used as a springboard for other 

researchers in this area of hedonic modeling. It is my hope that through 

our initial efforts in this area of study, other researchers will build upon this 

framework and advance this body of research.  
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Appendix A 

Economic Data 

 

Figure 6.1 
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Figure 6.2 
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Table 6.1 
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Figure 6.3 
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Figure 6.4 

 

 

 

 

 



73 

 

Table 6.2 
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Table 6.3 
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Figure 6.5 
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Figure 6.6 
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Table 6.4 
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Table 6.5 

 

 

 

 

 

 



79 

 

Table 6.6 
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Table 6.7 
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Table 6.8 
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Table 6.9 
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Table 6.10 
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Figure 6.7 
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Table 6.11 
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