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SUMMARY

The recent economic recession has had a significant impact on
residential real estate both nationally and regionally. Our research is
focused specifically on Cobb County, Georgia and the impact that the
declining economy has had on home buying and property values in this
areq. Specifically, this research aims to identify changes in the residential
market in terms of significant characteristics of housing and their

corresponding effect on home values.

Every home buyer places a certain amount of significance on the
many different aspects of a particular property that give that property its
inherent value. For instance, some houses are worth more because of
their proximity to a desirable area, the number of bedrooms or bathrooms,
the square footage of the home, or even just the existence of a
basement. One of the questions this research will seek to answer is how
home buyers change in their preference for certain housing

characteristics in a good economy versus a bad economy.

There is little debate that property values have declined during the
course of the most recent recession. Our research will also attempt to
understand if there are certain identifiable characteristics of housing that
tend to make the greatest impact in terms of which houses depreciate in

a declining market and which houses do nof.
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CHAPTER 1

INTRODUCTION

From approximately 2008 through the present day (2009), the U.S.
has been in a fairly severe recession that has taken a toll on many aspects
of American Life. From fallings stocks to rising unemployment, most all
American families have experienced some ill effects from the economic
downturn over the last couple of years. In addition to the many different
economic metrics that indicate a slowdown in the economy, this
particular recession has been characterized by falling real estate values
as well. In fact, the National Association of Realtors reports that home
values nationwide have slipped from an average price of $221,900 in 2006
to $177,700 in August 2009 (NAR, 2009). With home values slipping almost
20% nationwide in only 3 years, many families are left wondering what has
happened to the value of their own home and what attributes of their

property make it more or less desirable to rest of the market.

While economic recessions are particularly painful to those who find
themselves without work or a mortgage they cannot pay for, they do
afford us an opportunity to research changes in behavior in the midst of
an unhealthy economy or real estate market. For example, in a good

economy when house prices are consistently rising, most consumers are
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comfortable paying what is perceived to be full market value for a given
property because the inherent assumption is that values will continue to
rise. In fact, in the early to mid-2000’s many consumers took advantage of
unconventional mortgage products because the underlying assumption
was that real estate prices will continue to rise indefinitely. As we know
now, our national real estate market was indeed more susceptible to
decline than anybody would have guessed. However, now that we find
ourselves in a declining real estate market, there is an opportunity to
understand what inherent characteristics of real estate continue o
elevate certain properties to the top of the real estate market and what

characteristics serve to depreciate others.

Our research seeks to understand how homebuyers and their
affinity for certain characteristics of housing have changed over the
course of this dramatic drop in the real estate market. What
characteristics of housing confribute to the overall value of a residential
property in a good economy and is this the same or different in a bad
economy? Additionally, why do some houses maintain a fairly consistent
value in an economic downturn and why do others experience a

decrease?

To measure these differences, we selected Cobb County, Georgia

as our fest region and chose two months in time to represent the good



economy versus the bad economy. We identified approximately 190
properties sold in August 2006 and compared them with 165 properties
sold in August 2009 in an effort to identify any noticeable changes. Our
data collection involved identifying and measuring 20 different
characteristics of each property including square footage, number of
bedrooms and bathrooms, interior and exterior conditions, school quality,

proximity to downtown, etc.

To analyze the differences between the data set for 2006 and the
data set for 2009, we used various statistical analysis tools. Through the
use of correlation identification, the Best Subsets Regression model and
the Stepwise Regression model, we were able to determine which
characteristics of housing were significant in determining home values in
2006 as well as 2009. Through this analysis we were also able to make
certain observations in regards to which characteristics of residential
properties helped to maintain or depreciate housing values during an

economic downturn.



CHAPTER 2

LITERATURE REVIEW

2.1 Hedonic Regression Analysis and Pricing Models

In our attempt to understand changes the real estate market, we
must be able to break down how residential properties are analyzed by
homebuyers. While homes and homebuyers are heterogeneous, there are
certain definable characteristics and afttributes to residential properties
that contribute to the overall appeal and market value that a given
property elicits. Essentially, any type of good or commmodity can be
viewed as a package with many different characteristics that add or
subfract to the overall value of that particular good. This is frue for real
estate as well. A residential property is simply a combination of
characteristics (such as size, location, constfruction, etc.) that alll
contribute in some measurable way to the ultimate value that a particular

buyer places on that home.

This concept of identifying individual traits for a particular good
actually goes back to the early 20" century with the study by Court (1939)
where he first created a system for modeling a price index for

automobiles. This concept of product differentiation based on hedonic



modeling was later expanded by Lancaster (1966) and Rosen (1974).
Lancaster is often credited with the development of a branch of
microeconomic theory based on the idea that goods are valued by the
inherent characteristics that comprise a particular good. He applied this
theory to housing as well as topics such as financial assets and the

demand for money.

Rosen’s work is similar to Lancaster’s, but his focus is more on the
interaction between suppliers and consumers. His original work with this
model is the basis for much of the research that has been done in relation
to estimating demand functions for real estate and the measurement of
individual housing characteristics. At the most basic level, Rosen surmised
that "goods are valued for their utility-bearing attributes or characteristics.
Hedonic prices are defined as the implicit prices of attributes and are
revealed to economic agents from observed prices of differentfiated
products and the specific amounts of characteristics associated with

them” (Rosen, 1974).

This approach was later applied to estimate property values based
on structural variables, location variables, neighborhood variables, and
other external factors. In his research paper, "The Measurement of
Neighborhood Dynamics in Urban House Prices” (1990) Ayse Can applied
Rosen’s principles of Hedonic price regression to urban house prices

5



based on characteristics such as: type of housing, number of bedrooms,
living space, fireplace, basement, garage, distance to central business
district, distance to shopping cenfters, distance to transportation networks,
quality of schools, public services, safety, environmental pollution,

environment noises, efc.

Can argued that based purely on the hedonic price function,
“housing is a multidimensional good differentiated intfo a bundle of
aftributes that vary in both quantity and quality. Accordingly, the hedonic
housing price regression becomes an operational tool that functionally
links housing expenditures to some measures of attributes of houses” (Can,
1990). His paper went on to advance this theory to include the effects
and measurement that the neighlborhood has on the hedonic housing
price regression model. Can determined that there were nine different
variables that effect neighborhood quality that include: percentage of
nonwhite population, median household income, percentage of
unemployed persons, percentage of families under the poverty level, ratio
of owner-occupied units to renter-occupied units, percentage of unites
built before 1939, percentage of vacant units, percentage of housing
units with complete plumbing, per capita crime to property. Based on
these factors, Can developed a standardized neighlbborhood quality score

that was then used in his price regression model.



Other notable conftributors to the study of Hedonic analysis in terms
of demand for housing and neighlbborhood characteristics include
Palmquist (1985), Follain and Jimenez (1985), Blomquist and Worley (1981),
Witte, Sumka and Ererkson (1979), Harrison and Rubinfeld (1978) and

Nelson (1978).

In 1985, Validimir Bajic wrote the paper "Housing-Market
Segmentation and Demand for Housing Attributes: Some Empircal
Findings” (1985). His paper expanded on the theory of hedonic
regressions and the contribution of various housing characteristics fo
housing prices. In his paper, Bajic used Rosen’s Hedonic approach to
housing prices, but also noted that “a simple market-wide hedonic
regression assumes a unified housing market near or in short-run
equilibrium” (Bgjic, 1985). He went on to argue that there is a difference in
aftribute prices across different market segments and that these should
be considered in the housing pricing model. Ultimately, he concluded
that the hedonic model should be fitted separately for different

submarkets.

This concept of increasing the accuracy of the hedonic analysis by
narrowing the subject group into particular submarkets has been given
more aftention in recent years including a study by Goodman and
Thibodeau (2003) and Sirmans, Macpherson and Zietz (2005). In their

7



paper, "Housing Market Segmentation and Hedonic Prediction
Accuracy,” Goodman and Thibodeau developed parameters for
creating a hierarchy of submarkets. It should be pointed out that in their
study they underscore the importance of school quality in delineating
submarkets. This is something that in our analysis also seems to play a vital

role in the hedonic modeling results.

Sirmans, Macpherson and Zietz (2005) state that; *One caveat in
using hedonic pricing models is that the results are location-specific and
are difficult to generalize across different geographic regions”(Sirmans,
Macpherson and Zietz, 2005). While performing studies across broad
geographic regions may help identify consistencies across a broader
market, we felt that there was enough research that pointed to the need
to focus our study on a more concentrated geographic region (i.e. Cobb

County, Georgia).

The study by Sirman, Macpherson and Zietz was also very interesting
because they analyzed 125 different Hedonic Pricing Models that have
been published over the previous decade. This study identified the most
common housing characteristics that were used in hedonic pricing
equations as well as whether or not those particular factors had positive or

negative effects on the overall pricing for that study. Below is a copy of



the chart indicating the characteristics most often found in hedonic

modeling studies (See Table 2.1).

Table 2.1
The 20 Characteristics Appearing Most Often in Hedonic Pricing Model Studies
#Times |#Times

Variable Appearances |Positive |Negative |#Times Not Significant
Lot Size 52 45 0 7
Ln Lot Size 12 9 0 3
Square Feet 69 62 4 3
Ln Square Feet 12 12 0 0
Brick 13 9 0 4
Age 78 B3 8
# of Stories 13 4 7 2
# of Bathrooms 40 34 1 5
# of Rooms 14 10 1 3
Bedrooms 40 21 9 10
Full Baths 37 31 1 5
Fire place 57 43 3 11
Air-conditioning 37 34 1 2
Basement 21 15 1 5
Garage Spaces 61 a5 0 13
Deck 12 10 0 2
Pool 31 27 0 4
Distance 15 5 5 5
Time on Market 18 1 B 9
Time Trend 13 2 3 8
* reproduced from Sirman, Macpherson and Zietz (2005)

In Stephen Malpezzi's review of Hedonic Models (2002), he identifies
the characteristics, based on his vast studies and experience, that he
would consider part of a full dataset when developing a hedonic

regression model (Table 2.2).



Table 2.2

1 Rooms, in the aggregate, and by type (bedrooms, bathrooms, etc)

2 Floor area of the unit

Structure type (single family, attached or detached, if multifamily the number of
3 unites in the structure, number of floors)

4 Type of heating and cooling systems

& Age of the unit

Other structural features, such as the presence of basements, fireplaces,

6 garages, eic.

7 Major categories of structural materials, and quality of finish

Meighborhood vanables, perhaps an overall neighborhood rating, quality of

8 schools, socioeconomic characteristics of the neighborhood

Distance to the central business district, and perhaps to sub-centers of

9 employment; access to shopping, schools and other important amenities
Amaong characteristics of the tenant that affect prices: length of tenure (especially
for renters), whether utilities are included in rent; and possibly racial or ethnic
characteristics (if these are hypothesized to affect the price per unit of housing
10| serviced faced by the occupant)

Date of data collection (especially if the data are collected over a period of
11| months or years)

Based on these studies, we have compiled a list of characteristics in
our data set that takes almost all of these housing characteristics into
account. It should be noted that a few of the characteristics we do not
employ in our dataset have to do with the fact that we are measuring the

affect of housing characteristics on sales price rather than rental amounts.
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2.2 Economic Factors and Their Affect on Real Estate Values

While it may seem obvious that the downturn in the economy
between 2006 and 2009 has had an impact on real estate values, it is
important to understand the true accuracy of this assumption. In justifying
the notion that real estate values have dropped as a result of the
economy, we look at certain economic indicators and measurements to
confirm that real estate prices have indeed dropped in conjunction with
declining economic metrics. There have been a number of researches
who have attempted to determine which economic variables have the
greatest impact on home prices. While it is not necessarily our goal to
identify exactly which indicators have what impact, it is important to
confirm that there is a correlation between negative economic news and

a reduction in home values.

Alan Reichert did a study in 1990 which examined both national
and regional economic factors and their corresponding effect on
regional housing prices. In his research he concluded that certain factors
such as interest rates have a fairly uniform effect nationally, while regional
factors such as population, employment and income have a measurable
effect as well. He goes on to argue that national policy towards housing
should look at the United States in terms of 4 broad regions with differing
economic factors rather than the country as a whole. Another interesting

11



finding in this research was a fairly consistent seasonal effect in which
housing prices tend to experience slight increases and decreases during
different quarters throughout the year. As a result of this research, we
have collected economic data both on a national level as well as a
regional level in our attempt to understand the tfrue economic effect in
our area of study. In addition, our two sets of data were taken from the

same month in an effort to eliminate any seasonal variation in values.

Other similar studies were performed by John Quigley in 1997 as well
as in 1999. In his study, he concluded that real estate values are indeed
affected by fundamental factors in the economy. Some of the factors he
mentioned in his study include the Consumer Price Index, population,
vacancy rates, unemployment rates, mortgage volume and housing
sales. Similar to Reichert’s work, Quigley also concluded that regional
economic factors are an important measurement when analyzing a

particular housing market.

Still another study by John Clapp looked at the effect of economic
variables on local housing prices. While his research focused more on two
particular models for measuring housing price indices, he also concluded
that housing prices as a whole do respond negatively to an increase in

interest rates as well as high unemployment figures.

12



While these conclusions about the effect of the national and local
economy on real estate values may seem obvious, it is important to
confirm this natural assumption before evaluating our data. As a result of
this literature, we will attempt to gather economic data at a national level
as well as a regional level. We will also attempt to eliminate seasonal
fluctuations by collecting data fromm same month in time across different

years.

13



CHAPTER 3

METHODOLOGY

3.1 Sample Area

Our interest in analyzing changes in home buying activity in a bad
economy versus a good economy required that we eliminate as much
variation as possible outside of the economic effects on the real estate
market. In an effort to eliminate “outside noise” in our dataset, we

employed the following criteria in our data collection.

First, we narrowed our dataset down to a particular geographic
region; Cobb County, Ga. We originally considered a broader set of data
that would encompass all of Metro Aflanta, but determined there were
too many pockets of real estate within all of Metro Atlanta that may throw
off the results of the regression modeling. For example, were we to take
sample data from areas closer to the city of Aflanta, we know that there
would potentially be large variations in home value based on crime,
proximity to trendy shopping and restaurants, new developments, etfc. It is
not uncommon to have 200% swings in home values within 1 or 2 miles in

certain parts of Aflanta. While there are already a number of studies that

14



have attempted to explain urban neighborhood dynamics, we wanted to

focus our study more on the suburban setting.

JL Bartov, C hqf-ukea

N

M ewdon

Spalding

|

Figure 3.1

Cobb County is located just to the northwest of Atlanta and is the
fourth most populated county in the state, behind Fulton County, Dekalb
County, and Gwinnett County. Within the 10 core counties that make up

Metro Atlanta, Cobb County accounts for approximately 16% of Metro
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Atlanta’s population (See table 3.1). There are 5 cities within Cobb County
which include Acworth, Austell, Kennesaw, Marietta, Powder Springs, and
Smyrna. While there is a fair amount of variation throughout the county in
terms of crime, schools, income, efc., we did noft feel like there was so
much variation that our results would be skewed. In fact, the variances in
proximities, schools and demographic makeup actually make it a great
geographical area to analyze as we seek to identify which of these types

of housing variations have the biggest impact on value.

Table 3.1
Metro Atlanta 10-County Core
County Population % of Core Counties
Cherokee 203,000 4.95%
Clayton 281,400 6.86%
Cobb 674,200 16.45%
Dekalb 727,600 17.75%
Douglass 127,800 3.12%
Fayette 106,000 2.59%
Fulton 951,500 23.21%
Gwinnett 752,800 18.36%
Henry 190,700 465%
Rockdale 84,600 2.06%
Information provide by Atlanta Regional Commizsion

Our second consideration in collecting data was to select
properties that had sold in a good economy versus a down economy. We

selected August 2006 as the month for sales in a good economy and
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August 2009 as the month for sales in a down economy. We go into more
detail in the next section that describes how we measure the health of the
economy and how we can determine a good economy versus a bad
economy. However, the reason we selected only one month in time for
each year was to eliminate as much variation as possible in regards to
changing interest rates, seasonal variations in the market, and other
economic changes. The idea was to take a snapshot of the real estate
market for each point in time without introducing too many other
influences. The data that we collected includes only properties that have
a selling dafte between August 1st and August 31st for the respective years

as recorded in FMLS (First Multiple Listing Service).

The third consideration in collecting our data was to only include
retail sales up to $600,000 dollars. This meant that we did not include
foreclosures in our data. While somme may argue that foreclosures are a
significant portion of the real estate market, especially in 2009, we did not
want to include distressed sales. This meant that the properties that we
selected from the First Multiple Listing Service could not be classified as
“Foreclosure”, "Short Sale”, "Corporate Owner” or “Lender Owned.” We
believe that the distressed sales did not accurately represent the average
consumer’s purchasing decisions and as such, would potentially skew the

results of our analysis. Additionally, we did not include homes over

17



$600,000 as this represented only a very small sesgment of the housing
market in Cobb County. The few number of homes that could have been
included in our research in this price range would have been outliers and

would have potentially skewed our results.

The fourth consideration in our collection of data was to not only
collect data within Cobb County, but to make sure we collected a good
cross section of homes throughout the entire County. The First Multiple
Listing Service actually divides Cobb County into 7 distinct geographic

regions (see Table 3.2).

Table 3.2

Outside |-285, South of Spring Rd. to Concord Rd. to Hurt Rd. To
72 | COBB-WEST Powder Springs Rd.

West of I-75 and North of Spring Rd. to Concord Rd. to Hurt Rd.
73 | COBB-WEST To Powder Springs Rd. and South of State Hwy. 120.

West of |75, North of State Hwy. 120, Southwest of Hwy. 41, South
74 | COBB-WEST of Canton Rd. Connector.

75 | COBB-WEST East of Hwy. 41, West of I-575, North of Canton Rd. Connector.
41 | COBB-EAST Morthwest of Sandy Plains Road to -575.

82 | COBE-EAST North of Hwy. 120, Southeast of Sandy Plains Road.

South of Hwy. 120 (upper Roswell Rd.) to the Chattahoochee

83 | COBB-EAST River and outside 1-285.

For our data collection, we selected between 20 and 30 home sales
fromn each area and for each year. While we did not have the resources

or capacity to use every sale in each area for our data, we collected

18



approximately a third of the total transactions available. In doing this, we
were careful to select homes at every price point that existed within a
given area so that our sample was a good representation of the total
sales in that area. See Figure 3.2 which shows the location of our sample
set of properties and their respective locations within Coblb County. (The
red pins represent the dataset from 2006 and the blue pins represent the

dataset from 2009.)
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3.2 Sample Data

The data that we collected in terms of housing characteristics was
very similar fo many of the previous hedonic studies that had been
documented by Sirmans, Macpherson and Zietz (2005). Most of the
information was obtained by using the First Multiple Listing Service (FMLS)
which is only available to real estate agents. In addition to FMLS, we used
Realist, which is a tool incorporated into FMLS that pulls property
information directly from the tax records. While this was the primary source
of data collection, we will discuss some of the other sources of information
used to obtain property data as we expand on the actual housing

characteristics that we collected.

In terms of the housing characteristics that were used in our
regression models, we wanted a well rounded list of housing
characteristics encompassed in these three broad categories: Property
Characteristics, Community Characteristics, Proximity Characteristics.
Similar to Can’s approach (1990), we wanted to include more than just

structural variables in our hedonic regression models.
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The variables that we included in our Building Characteristics section

are as follows:

e Bedrooms: (the number of bedrooms within a property as listed in
FMLS.)

e Bathrooms: (the number of bathrooms within a property as listed in
FMLS including full baths and half baths.)

e Square Feet: (Square Footage is not listed in FMLS, but is included in
the Tax record. This variable was collected using Realist.)

e Age: (The year built is included in both FMLS and Realist. We used
the age of the home at the time of the sale as our variable.)

o Stories: (The number of stories is included in FMLS. We did not
include basements as an additional story.)

e Garage: (The presence of a garage as well as the number of
parking spaces is included in both FMLS and Realist.)

e Basement: (The presence of a basement is included in FMLS as well
as Realist, FMLS also typically mentions whether the basement is a
full basement, a finished basement, and/or a daylight basement.)

o Exterior Construction: (The exterior construction type is listed in

FMLS.)
e Lot Size: (The exact lot size is listed by acres in Realist.)

e Pool: (The existence of a pool is listed in FMLS.)

22



e Floor Covering: (The types of floor covering are typically listed in

FMLS.)

e General Interior: (The general interior of a property was determined

by pictures and descriptions within FMLS.)

e General Exterior: (The general exterior of a property was also

determined by pictures and descriptions within FMLS.)

The variables that we used in our community characteristics are as

follows:

e Schools: (We collected data on each High School District within
Cobb County using School-Digger.com. School Digger rates high
schools on 1-5 ranking based on standardized test scores.)

¢ Swim/Tennis: (This refers to the existence of a swim and tennis facility

available through the neighborhood association for a given
property. This informnation is listed in FMILS.)

¢ Crime Statistics: (Crime stats were collected from the Federal

Bureau of Investigation’s welbsite and are calculated as a
percentage of the total population.)

¢ Household Income Levels: (Median Income levels were collected

by zip code using the company Onboard Informatics.)
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The variables that we used in our proximity characteristics are as follows:

Proximity to Downtown Atlanta: (We used Google Maps to

determine the mileage from a given property to the center of
downtown Atlanta. Google actually uses the State Capital
Building as the center point of downtown Atlanta.)

Proximity to Major Highway: (Google Maps was used 1o

determine the shortest distance to the closest major highway.)

Proximity to Shopping Center: (Again, Google Maps was used to

determine the shortest distance o the closest shopping area.)
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3.3 Economic Data

The analysis of our data rests on the notion that the data set from
August 2006 is in a good economy compared to the data set from August
2009 in a bad economy. While few people would argue that our country
has been in a recession for the last few years, it is still important to know
and understand what this information is based on. The National Bureau of
Economic Research actually declared that the United States has been in
a recession since December 2007 (Rampell, 2008). While this is widely
accepted, it was still important for us to look at many of these economic
indicators so that this assertion could be backed up with real numbers.

The metrics that we used to conclude a down economy were as follows:

¢ Unemployment Rate: (The unemployment rate is a measure of the

percentage of the population currently unemployed and is
available through the U.S. Department of Labor. We were able to
obtain and analyze this data at the national, state and county
level.)

e Consumer Price Index: (The Consumer Price Index (CPI) is a

measure of the average change in prices over time of goods and
services. It is the most widely used measure of inflation and is

sometimes viewed as an indicator of the effectiveness of
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government economic policy. The U.S. Bureau of Labor Statistics
releases the updated CPIl every month.)

Gross Domestic Product: (The Gross Domestic Product (GDP) is put

out by The Bureau of Economic Analysis which falls under the U.S.
Department of Commerce. The GDP is generally defined as the
output of goods and services produced by labor and property
within a particular country and is typically considered a measure of
a country's economic performance.)

Payroll Employment: (The Bureau of Labor Statistics publishes

quarterly figures at the national and state level in regards to total
payroll amounts and percent changes in payroll.)

Dow Jones Industrial Average: (The Dow Jones Industrial Average

(DJIA)is an index of large, publically fraded companies that is
typically used to gauge the performance of the industrial sector of
the United States.)

New Housing Permits and New Construction: (The Department of

Commerce, Bureau of the Census publishes monthly data on total
new construction as well as new private housing. This is a great

indicator of what’s going on in the real estate market.)
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e Mortgage Delinquencies: (The percentage of Mortgage

Delinquencies by quarter is available through the Mortgage Bankers
Association of America. This is also a very good indicator of what’s

happening in the real estate market.)
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3.4 Statistical Analysis

The goal of our study was to determine which characteristics of
housing were meaningful to buyers in 2006 as well as 2009 and compare
the results. In order to determine which characteristics had a significant
impact on the overall price of a home, we used regression analysis. A
regression essentially measures the impact of one or more independent
variables on a single dependent variable. In our model, the price per
square foot for a given property is the dependent variable and all of the
other characteristics of the property (i.e. bedrooms, schools, proximity to
downtown) are the independent variables. Regression analysis is
extremely useful in this scenario because it allows us to measure the

individual significance (or insignificance) of each individual variable.

There are two types of regression models that we used to analyze
this data. The first model we used is known as the Best Subsets Regression.
This model is ideal because it enables you to view different combinations
of independent variables that provide the best regression model for
further analysis. Using Minitab as the statistical program, we are provided
with the following statistical elements for each different grouping of

variables: R-Square, Adjusted R-Square, and s statistic.
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The R-Square value is essentially a measure of the predictability of
the model (i.e. Independent variables in relation to the dependent
variable). The R-Square value can range from 0 to 1 where 1 would
represent a perfect correlation between the independent and
dependent variable(s). The R-Square value is actually derived from the
regression sum of squares (the variation attributed to the relationship
between the independent variables and the dependent variable) and
the residual sum of squares (the variation attributed to the error
coefficient). When the Regression Sum of Squares (RSS) is added to the
Residual Sum of Squares (SSE), you get the Total Sum of Squares. When the
Regression Sum of Squares (RSS) is then compared to Total Sum of
Squares, you get the proportion of the total variation explained by the

regression model or the R-Square value (Minitab).

The Adjusted R-Square is simply the R-Square value adjusted to
more accurately reflect the predictability of the model based on the
number of predictors. The S value is essentially the standard deviation
from the regression, or the standard distance data values fall from the
regression line. As you would expect, the lower the S value, the better the

regression model.
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The second regression model that we used to analyze this data was
the Stepwise Regression Model. Similar to the Best Fit Regression Model,
the concept behind this is fo determine the best combination of predictor
variables. The Stepwise Regression is run automatically through Minitab
and is a process whereby a predictor variable is added one step at a fime
and the program either adds the most significant variable or removes the
least significant variable at each step. The Stepwise Regression
automatically stops running when all of the variables in the model have a
P-value less than the alpha value and all of the variables not in the model
have a P-value above the alpha value. Again, the concept is that
through the process of addition and elimination, the Stepwise Regression

program eventually determines the best set of predictor variables.

P values range from 0 to 1, but the smaller the P value, the better
the predictor. The Alpha value that we used in our model and is fairly
common in this type of analysis was .05. Thus, the predictors that were
determined to be significant in our Stepwise Regression were those that

had a P value of less than .05.

30



P values falling below .05
of the total area of the
curve are considered to
be statistically significant

Normal Probability

Figure 3.3

Another measurement that we used to analyze our data was the
correlation between variables. The correlation between two variables is
simply a measure of the linear relationship between those two variables.
When working with housing characteristics, it is very commmon to find that
certain variables are highly correlated with each other. For example,
there is a fairly consistent relafionship between the number of bedrooms
and number of bathrooms in a house. Typically, homes with more
bedrooms also have more bathrooms. Highly correlated variables are
those with coefficients approaching 1 or -1, which would indicate a

perfect linear relationship.
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0 describes a random or non-existent relationship

In our analysis we used the correlation coefficient as another

indicator of the relationship between certain independent variables

compared to the dependent variable. Variables with a high correlation to

our dependent variable were typically identified as significant in our

regression analysis as well.
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CHAPTER 4

RESULTS

4.1 Economic Results

As discussed in the Economic Data section of Chapter 3, we
wanted fo confirm that conventional economic measurements indicate
that the economy was in a recession in August 2009. At the very least, we
wanted to make sure that our assumption that August 2009 was worse
economically as compared to August 2006 was accurate. While The
National Bureau of Economic Research declared that we have been in a
recession since December 2007, it was still important to understand the

facts.

The first measurement of the economy that we looked at was the
unemployment rate. Few people would argue that the unemployment
rate is an important metric when determining the state of the economy.
As you can see in Table 4.1, the unemployment rate was 4.6 in 2006 and
began climbing towards the end of 2007 all the way up to 10.2 in August

2009.

33



Table 4.1

Unemployment Rate (August 2006-Aug 2009)

Year | Period |labor force | employment | unemployment | unemployment
rate
2006 Aug 4740502 4523500 217002 4.6
2006 Sep 4740661 4532327 217334 4.6
2006 Oct 4750052 4540072 218980 4.6
2006 Nov 4763441 4549126 214315 4.5
2006 Dec 4769424 4556661 212763 4.5
2007 Jan 4769550 4563486 206064 4.3
2007 Feb 4771479 4560207 202182 4.2
2007 Mar 4777396 4574086 203310 43
2007 Apr 4786644 4577826 208818 4.4
2007 May 4702239 4580778 211461 4.4
2007 Jun 4707045 4582044 215001 4.5
2007 Jul 4802725 4584309 218416 4.5
2007 Aug 4806015 4584024 221001 4.6
2007 Sep 4811083 4584601 227292 4.7
2007 Oct 4816800 4583532 233367 4.8
2007 Nov 4819491 4581558 238133 4.9
2007 Dec 4823467 4578505 244962 5.1
2008 Jan 4827630 4574208 253422 52
2008 Feb 4833087 4569736 263351 54
2008 Mar 4834846 4564957 269889 5.6
2008 Apr 4838002 4559925 279067 5.8
2008 May 4840682 4554695 285087 5.9
2008 Jun 4842409 4540264 203143 6.1
2008 Jul 4843555 4543706 301849 6.2
2008 Aug 4847831 4537995 309836 6.4
2008 Sep 4852086 4532174 319012 5.6
2008 Oct 4850703 4526309 333304 5.9
2008 Nov 4868341 4520382 347959 7.1
2008 Dec 4880643 4514751 365802 1.5
2009 Jan 4814641 4406663 407978 8.5
2009 Feb 4811586 4371132 440454 0.2
2009 Mar 4783304 4344320 438984 9.2
2009 Apr 4784070 4343910 440160 92
2009 May 4771449 4312548 458001 0.6
2009 Jun 4765522 4285001 479621 10.1
2009 Jul 4764573 4274906 489667 10.3
2009 Aug 4744428 4262840 481588 10.2
Data obtained from BLS.gov
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Another economic measurement that we analyzed was the
Consumer Price Index (CPI). The CPIl is a good measure of inflation and
also the strength of the dollar. In August, 2006, the CPI was 199.6 and in
August 2009, the CPI had increased to 211.15. While increases like this are
not uncommon over a three year period, it does indicate some inflation in

the economy which weakens the dollar over time.

The Gross Domestic Product (GDP) is a measurement of the fotal
output of goods and services within a given year. The Bureau of EConomic
Analysis lists the GDP for the second quarter of 2006 at approximately
102.564. The GDP continued to increase ftill the beginning of 2008 at which
point the recession began to take its toll and the GDP began falling. By
the second quarter of 2009, the GDP had fallen back down to 102.082

(See Figure 4.1).
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Figure 1: US GROSS DOMESTIC PRODUCT (2006-2009)

Figure 4.1
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Another factor within the economy that indicated a downward

tfrend was the payroll declines in the U.S. as well as in Georgia. As you can

see in figure 4.2, both the national and state payroll employment growth

numbers began declining around the beginning of 2008.
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A measurement that the general population often associates with

the state of the economy is the Dow Jones Industrial Average (DJIA). The

DJIA averaged 11,408 throughout 2006. The market continued to climb in

2007 and actually reached an average of 13,169 for that year. However,

the market began steadily falling and actually dipped into the 7000°s

earlier in 2009 before beginning a slight creep back up to approximately

Q000 in August 2009.
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In looking af the real estate market, the trends appear to be very

similar. New Residential Construction had dropped from approximately

4.68 billion dollars nationwide in 2006 to 1.3 billion as of July 2009. You can

see in Figure 4.3 below that new permits in the U.S., Georgia as well as

Cobb County have also been on the decline since the third quarter of

2006.
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In addition to the decrease in new consfruction, the percentage of
mortgage delinquencies in the U.S. as well as in Georgia has been on the
rise since 2007 (See Figure 4.4 below).
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Figure 4.4

Based on this collection of economic data, it is fairly reasonable to
conclude that the economy as a whole as well as the local economy was
in worse condition in August 2009 than it was August 2006. With high
unemployment, a sputtering stock market and almost no new housing, our
next analysis will entail how buyers in the Cobb County market react in this

type of economy.
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4.2 A Change to the Dependent Variable

With most regression analysis studies that relate to real estate prices,
the dependent variable is almost always the market price for a particular
property, whether that be the sales price or rental price. All of the
characteristics of that property (i.e. square footage, bedrooms, proximity
factors, etc.) are the independent variables and are the predictors of that
market price. One of the very first things we noticed as we began to run
the Best Subsets Regression analysis on the 2006 data as well as the 2009
data was that “"Square Footage” was an extremely high predictor of sales
price by itself. One would assume that square footage would be one of
the most important factors in determining the price of a property, but we
were surprised to find out to what extent. It furns out that while other
factors such as lof size, swim/tennis and proximity to downtown didn’t
necessarily make the regression model any worse, the best predictor of
sales price was simply square footage by itself. For the 2006 data, the
regression model using sales price as the dependent variable and only
square footage as the independent variable produced a regression
model with an Adjusted R-Square value of approx 95% (See Table 4.2

below).
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Table 4.2

| 2006 SUMMARY OUTPUT USING SQUARE FOOTAGE AS THE PREDICTOR OF SALES PRICE

Regression Statistics
Multiple R 0.977566797
R Square 0.955636842
Adjusted R Square 0.950317693
Standard Error 55488.77495

Observations 189
AMNOWA

df 5S MS F Significance F
Regression 1 1.24692E+13 1.247E+13 4049.7506 1.1608E-128
Residual 188  5.78853E+11 3.079E+09
Total 189 1.30481E+13

Coefficients  Standard Error  t Stat F-value Lower 85%  Upper 95% Lower 95.0% Upper 95.0%

Intercept 0 #A #MIA #NIA #NIA #MIA #MIA #MIA
X Variable 1 10148.66564 159 4758057 63.637651 3.93E-129 9834.073676 10463.26 9834.073676 10463.25761

The results were similar for 2009 as well. We ran the same regression
using sales price as the dependent variable and square footage as the
independent variable. This produced a regression with an adjusted R-

Square value of approximately 92% (See Table 4.3 below).

Table 4.3

| 2009 SUMMARY OUTPUT USING SQUARE FOOTAGE AS THE PREDICTOR OF SALES PRICE

Regression Statistics
Multiple R 0.96288595
R Square 092714936
Adjusted R Square  0.92101439
Standard Error 72521.0088

Observations 164
ANOWA

df 55 s F Significance F
Regression 1 1.09102E+13 1.09E+13 2074455  2.94431E-94
Residual 163  B.57265E+11 5 26E+09
Total 164  1.1767T4E+13

Coefficients Standard Error  { Stat P-value Lower 95%  Llpper 95% Lower 85.0%  Upper 95.0%

Intercept 0 #N/A #NIA #N/A FNIA #NA #MIA #NIA
A Variable 1 96758.34294 212495161 4554618 1.26E-94 925874477 10097941  9258.74477 10089794111
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Based on the fact that square footage is such a strong indicator of
sales price in Cobb County, we decided to change the dependent
variable in our analysis to “Price per Square Foot” instead of just “Price.”
Our hope in this study was to see how all characteristics of housing
contribute to the overall value that a buyer places on a property. Since
"Square Footage” seems to drown out the other variables, we thought
that if we could incorporate this intfo the dependent variable, perhaps we
could gain insight info how the other housing characteristics factor into a

“Price/SF” comparison.

Moving forward with the analysis simply involved creating another
column in our dataset for “Price/SF.” We also identified the few number of
houses in both sets of data that were located on lots greater than one
acre and removed them from dataset. This was only 5 properties in 2006
and 4 properties in 2009. Considering the fact that “Price/SF” was the
new dependent variable, we wanted to reduce the variability caused by
properties with large lots where much of the value came from the size of

the lot rather than just the square footage in the property.
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4.3 Statistical Analysis

The first step in our statistical analysis was to get a general idea of
how “Price/SF” was distributed for both years. To do this, we created a
histogram which categorized the percent of properties falling within a
given range of price per square foot values (see Figure 4.5). As would be
expected, the percentage of properties at lower price points ($40/SF to
$80/SF) is greater for the 2009 properties whereas the percentage of
properties at the higher price points (from $90/SF and higher) is greater for

the 2006 properties.
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The next step in our analysis was to examine the correlation factors

between "Price/SF” and all of the other variables. Once both of the

correlations were run through Minitab, we ordered them from the highest

correlation to the least (See Table 4.4 below).

Table 4.4
2006 Correlation Factors 2009 Correlation Factors

Variable Correlation Variable Correlation

General Interior 0.223 General Interior 0.396
Swim,/ Tennis 0.208 Exterior Construction 0.371
Proximity to Downtown 0.163 Pool 0.285
Stories -0.147 Floor Covering 0.285
Floor Covering 0.138 Household Income 0.274
Crime Stats 0.136 Schools 0.263
¥r Built/Age -0.118 Proximity to Downtown 0.262
General Exterior 0.115 Proximity to Shopping 0.241
Household Income 0.109 Crime Stats 0.235
Schools 0.102 Bath 0.195
Basement 0.095 Basement 0.16
Exterior Const 0.092 General Exterior 0.141
Lot Size -0.075 Bed 0.133
Garage -0.053 Garage 0.09
Bath 0.051 ¥r Built,f,ﬂ.ge -0.048
Prox. To Major Hwy -0.029 Lot Size 0.044
Proximity to shopping -0.029 Stories -0.032
Bed -0.018 Swim/Tennis -0.025
Pool 0.012 Proximity to Major Hwy 0.016

At an initial glance of these two sets of correlation values, it is

interesting to observe that the 2009 variables appear to be relatively more

correlated to “Price/SF” than the 2006 variables. While neither set has

significantly high correlations to “Price/SF,” it is interesting to note the

differences between the two sets of data. While some variables are at the




top of both lists (such as “"General Interior”) others are very different
between each set of data. For example, “Swim/Tennis” is second from the

top in 2006, but it is second from the bottom in 2009.

While correlation factors are interesting to note, it is still important to
see which factors the regression analysis determines to be significant.
However, based on the results of this correlation comparison, we would
expect to see most of the variables at the top of these lists in the following

regression models.

The next step in our statistical analysis of the data was to run the
Stepwise Regression for each set of data. With the use of Minitab, the
Stepwise Regression should provide us with a regression model that
contains the most significant variables for each year. The first Stepwise
Regression was run on the 2006 data. All of the previously listed
characteristics were run as the independent variables and “Price/SF” as

the dependent variable. Our results were as follows (See Table 4.5 below):
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Table 4.5

Stepwise Regression: 2006 Data Set

Alpha-to-Enter: 0.05 Alpha-to-Bemowve: 0.05
Response i3 Price/Sf on 19 predictors, with N = 165
Ni{cases with missing cbservaticna) = 19 H{all cases) = 134
Step 1 2 3 4 5 L
Conatant 24.90 33.62 183.31 15.38 34.88 29.20
Proximity to Downtown 0.97 1.61 1.61 1.69 1.56 1.25
T-Value 3.22 4.73 4,34 5.12 4.78 3.56
P-Value 0.002 0,000 0,000 0.000 0.000 0.000
Schools 7.9 2.2 7.5 T.2 7.3
T-Value 3.861 3.82 3.47 3.41 3.50
P-Value a.000 0.000 0.001 0.001 0.001
zeneral Interior Ja7 J.1 6.0 6.4
T-Value 2.72 2.42 2.85 3.08
P-Value 0.007 0.017 0,005 0.002
Swim/ Tennis 7.0 8.4 3.0
T-Value 2.33 2.8 2.65
P-Value 0.021 0.008 0,008
Stories -8.6 -9.0
T-Value -2.55 -2.71
E-Value 0.012 0.007
Proximity to shopping 1.43
IT-Value 2.25
P-Value 0.026
3 15.7 15.0 12.86 18.4 13.1 17.8
R-5gq .00 12.%F 1s.82 19.54 22.70 25.09
B-Sg{adj) S5.42 11.%1 15.27 17.53 20.27 22.25
Mallows Cp 32.3 15.58 14.0 10.4 5.9 3.0

The Stepwise Regression process cycled through 6 steps untfil it
concluded with the results shown above listing the 6 variables that were
considered to be good predictors based on an alpha value of .05. Next

we ran the Stepwise Regression for the 2009 data (see Figure 4.6).
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Table 4.6

Stepwise Regression: 2009 Data Set

Alpha-to-Enter: (.03 . Alpha-to-Bemove: 0.05
Regponge is Price/3f on 19 predictors, with N = 133
M{cases with missing cbservations) = £ N{all casea) = 1&0
Step 7 8 g 11
Conatant -12.14 -14.548 -22.15 -38.85 -40.15
General Interior 140.2 13.1 9.0 5.4
T-Value 3.19 4.54 2.62 1.79
P-Value 0.002 0.000 0.010 0.07&
Proximity to Shopping
T-Value
P-Value
Pool 30.2 25.4 28.1 27.5 28.0
T-Value 3.94 3.69 3.70 3.87 3.71
P-Value 0.000 0.000  0.000  0.000  £.900
Exterior Constructicon G.4
T-Value 1.34
P-Value 0.054
Household Income Levels. .  0,00045 0.00054 0.00055 000359 00037
T-Value 3.89 4.52 4.63 .88 2.71
P—Value 0.000 0.000 0.000 0.005 0.008
Proximity to Downtown 1.68 1.83 1.93 2.29 2.47
T-Value 4.53 5.01 5.30 5.79 6.43
P-Value 0.000 0,000  0.000  £.000  £.000
Floor Covering 6.3 6.5 9.4
T-Value 2.12 2.23 3.78
P-Value 0.036 0.027 0.000
Schools 5.6 7.2
T-Value 2.16 2.8
P-Value 0.032 0.004
5 20.8 21.0 20.8 20.5 20.7
B-3q 40.07 38.35 40.38 42,43 41.02
R-Zafadl) 37.80 36.50 38.12 39.20 38.79
Mallows Cp 10.1 12.0 9.4 6.8 a.0
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The Stepwise Regression for 2009 cycled through 11 steps before
obtaining a regression with 5 variables and an Adjusted R-Square value of
38.79%. Something interesting to note is the fact that the 2009 data has a
relatively higher Adjusted R-Square than the 2006 data. Also interesting to
note are the variables that were significant in both years as well as the

variables that were not (See Table 4.7).

Table 4.7

2006 Stepwise Regression with Correlation 2009 Stepwise Regression with Correlation
Variable Corr. |P-Walue Variable Corr. [P-Value
General Interior 0.223 0.002 General Interior 0.396

swim/ Tennis 0.208 0.008 Exterior Construction 0.371
Proximity to Downtown 0.163 0.000 Pool 0.285 0.000
Stories -0.147 0.007 Floor Covering 0.285 0.000
Floor Covering 0.138 Household Income 0.274 0.008
Crime 5Stats 0.136 Schools 0.263 0.004
¥r Built/Age -0.118 Proximity to Downtown 0.262 0.000
General Exterior 0.115 Proximity to Shopping 0.241
Household Income 0.109 Crime Stats 0.235

Schools 0.102 0.001 Bath 0.195
Basement 0.095 Basement 0.16

Exterior Const 0.092 General Exterior 0.141

Lot Size -0.075 Bed 0.133

Garage -0.053 Garage 0.09

Bath 0.051 ¥r Built/Age -0.05

Prox. To Major Hwy -0.029 Lot Size 0.044
Proximity to shopping -0.029 0.026 Stories -0.03

Bed -0.018 Swim/Tennis -0.03

Pool 0.012 Proximity to Major Hwy 0.016
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Another interesting observation in this table is the fact that the top
two variables for the 2009 correlation comparison were not included in
the final Stepwise Regression model. To double check the significance of
these two variables, we ran another multi-variable regression that
included these two variables in addition to the five that were produced
by the Stepwise Regression. The results of this regression are as follows (See

Table 4.8):

Table 4.8
Regression Analysis: 2009 Data Set
148 cases uged, 12 cases contain migsing values
Predictor Coef SE Coef T P
Constant -39.93 16.53 -2.42 0.017
General Interiocr T.163 3.4382 2.06 0.041
Pool 25.854 7.1&0 3.81 0.000
Floor Covering 5.445 2.729 2.00 0.048
Schools 6.275 2.542 2.47 0.015
Household Income Lewels 0.0003954 0.0001336& 2.96 0.004
Proximity to Downtown 2.1256 0.3746 5.687 0.000
General Exterior 0.506 2.390 0.12 0.88l1
5= 20.2949 B-3g = 41.7% BE-Sg({adj) = 38.8%
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Based on these results, the "General Exterior” variable does indeed
have a P-value that is too high to be considered significant. The “"General
Interior” variable, however, does sfill fall within the range of significance.
We ran one more regression analysis with the 2009 data that did not
include “General Exterior,” but did include “General Inferior” (See Table

4.9).

Table 4.9
Regression Analysis: 2009 Data Set
148 cases used, 12 cases contain missing wvalues
Predictor Coef SE Coef T P
Conatant -35.19%9 15.92 -2.4& 0.015
General Interior T.218 3.457 2.09 0.03%9
Pool 26.085 7.013 3.72 0.000
Floor Covering 5.520 2.686 2.06 0.042
Schools 8.27%9 2.533 2.48 0.014
Household Income Levels 0.0003%51 0.0001331 2.97 0.004
Proximity to Downtown 2.1253 0.3733 5.69% 0.000
S = 20.2251 B-S5g = 41.7% B-Sg{adj) = 39.2%

This final regression for the 2009 data produces a model where the
Adusted R-Square is 39.2, which is higher than the Stepwise Regression,
and one in which all of the variables have statistically significant P-values.
Based on these results, we include “General Interior” as a variable that

has significance for our 2009 data (see Table 4.10).
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Table 4.10

2006 Regression with Correlation

2009 Regression with Correlation

P-Value P-Value P-value

Variable Corr. (Stepwise Wariable Corr. (Stepwise) |(Regression)

Adjusted R-Square 2225 Adjusted R-Square 38.79 39.2
General Interior 0.223 0.002 General Interior 0.396 0.039
Proximity to Downtown 0.163 0.000 Proximity to Downtown 0.262 0.000 0.000
Schools 0.102 0.001 Schools 0.263 0.004 0.014
Stories -0.147 0.007 Household Income 0.274 0.008 0.004
swim/ Tennis 0.208 0.008 Pool 0.285 0.000 0.000
Proximity to shopping -0.029 0.026 Floor Covering 0.285 0.000 0.042

Table 4.10 is a great summation of the comparison between the

regressions for each set of data. Each set of data has six variables that

were determined 1o be significant in predicting “Price/SF” for each year.

Three of the variables were significant in each year (highlighted in yellow

in Table 4.10) and the other three variables were unique to their

respective years. In addition to the unique variables for each year, it is

also infteresting to observe the higher correlations in 2009 as well as the

higher Adjusted R-Square values for the 2009 regressions.

The last step in determining the statistically significant variables was

to run the Best Subsets Regression to confirm the results of our previous

analysis. We ran the first Best Subsets Regression on the 2006 data (See

Table 4.11).
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Table 4.11
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Vars PB-5g E-Sg(adj)
1 6.0 5
1 5.4 4
2 13.0 11.
2 11.1 10.
3 1&.8 15.
3 1l&.6 15.
4 15.5 17.
4 15.2 17.
5 22.7 20.
3 21.7 15.
6 25.1 22.
& 23.8 20.
7 25.8 22.
7 25.7 22.
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The Best Subsets Regression appears to have confirmed the

Stepwise results. The Adjusted R-Square value of 22.2% with only 6

variables appears 1o be the best fit. By intfroducing additional variables
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beyond this 6, there is only a marginal increase in the Adjusted R-Square
value, thus we have highlighted the Best Subsets model with 6 variables
(Table 4.11). This list of variables is identical to the variables that were

produced using the Stepwise Regression.

Next, we ran the Best Subsets Regression on the 2009 data to
confirm the best regression was used to defermine the significance of our

housing variables (see Table 4.12).
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Table 4.12

2009 Best Subsets Regression
H
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The Best Subsets Regression for 2009 was not quite as cut and dry.
There are a few different regression models that produce fairly similar
results in ferms of Adjusted R-Square (see highlighted rows in Table 4.12).

Some of the models that are produced using six variables include “Exterior
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Construction” and the model with five variables does not include
“General Interior.” However, we ran into a similar situation when we ran
the Stepwise Regression on the 2009 data and determined that the
“Exterior Construction” did not have a significant enough P-Value and
that “"General Interior” was significant enough to include in our results. For
the most part, the Best Subsets Regression for 2009 still points to the same

variables that we identified previously.
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4.4 Exploring the Results

Based on the results of the regression analyses, we were hopeful

that changes in buying patterns might be identified as a result of the

changed economic conditions. To do this, we created a summary of the

regression results for 2006 and compared them to 2009 (See Table 4.13).

Table 4.13
2006 Regression with Correlation 2009 Regression with Correlation
P-Value P-Value P-value
Variable Corr. (Stepwise Wariable Corr. (Stepwise) |(Regression)
Adjusted R-Square 2225 Adjusted R-Square 38.79 39.2
General Interior 0.223 0.002 General Interior 0.396 0.039
Proximity to Downtown 0.163 0.000 Proximity to Downtown 0.262 0.000 0.000
Schools 0.102 0.001 Schools 0.263 0.004 0.014
Stories -0.147 0.007 Household Income 0.274 0.008 0.004
swim/ Tennis 0.208 0.008 Pool 0.285 0.000 0.000
Proximity to shopping -0.029 0.026 Floor Covering 0.285 0.000 0.042

The most obvious difference between the data for 2006 and 2009 is

the Adjusted R-Square value. The regression models for 2009 indicate an

Adjusted R-Square value of approximately 39% while the regression

models for 2006 are only 22%. Again, the R-Square value represents the

predictability of the identified variables (i.e. housing characteristics) in

terms of “Price/SF.”

In analyzing the sets of variables that were identified by the

regression analysis, there are some similarities and some differences. We

start by breaking down housing characteristics into a few different
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classifications such as Structural (Housing) Elements, Aesthetic (Housing)
Elements, Locational Elements, etc. We then classified the various
characteristics that were identified by the regression analysis for each

year and place them into their respective categories (See Table 4.14).

Table 4.14
2006/2009 Comparison 2006 Data 2009 Data
Structural (Housing) Element Stories
Asthetic (Housing) Element General Interior General Interior, Flooring
Amenity Swim/Tennis Pool
Locational Element Proximity to Shopping, Proximity to Downtown,
Proximity to Downtown, Schools
Schools
DemographicElement Median Income

While there are differences in which variables are the best
predictors for each year, the two sets of variables are actually fairly similar
to each other. An obvious observation is the fact that there are 3
predictors common to each set of data ("General Interior”, “Proximity to
Downtown” and “Schools” as highlighted in Figure 4.14). Another similarity
is the concept of having a pool as an amenity. The swim/tennis amenity
was identified as a significant factor in 2006 and the existence of a pool
on the property appears to be significant in 2009. While these are not the
same, they are both amenities that provide for a swimming pool, whether

it be at the neighborhood club or in the backyard.

In terms of differences, it is interesting to note that the number of

stories has a statistically significant negative correlation in 2006. Also, the
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flooring furned out to be statistically significant in 2009 but not in 2006. This
category is a somewhat subjective and aligns fairly closely with General
Interior. In fact, when looking at the correlation factor between General
Interior and Flooring for 2009, there is a factor of 0.566 which is very high as
compared to the other variables. Based on this, it is not surprising that if
the general interior condition was identified as a significant variable, then

flooring could be as well.

Another interesting difference between the 2006 and 2009 data set
was the fact that “Proximity to Shopping” was identified as significant in
2006 but not in 2009. While this research does not attempt to explain this, it
is still an interesting difference to observe. Also, in 2009 *Median Income”

proved to be significant but this was not the case in 2006.
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4.5 Additional Observations

In addition to identifying which variables were most significant for
each year, our data collection also provided us an opportunity to analyze
which characteristics of housing helped to insulate against large drops in
value. Based on our data sets, we calculated an average Price/SF drop
of over 6.5% from 2006 to 2009 in all of Cobb County. However, when we
look closer, it is clear that certain areas were affected with large drops in
value while some areas actually increased in value. With the significant
characteristics of housing identified for each year, we performed some
additional analysis fo attempt to understand which combination of

characteristics help prevent home values from dropping.

The first analysis that we performed was geographically based.
FMLS divides Cobb County into 7 separate regions that we were able 1o
study individually. Using these 7 different geographic areas, we
calculated the average "Price/SF” for both the 2006 and 2009 data set.
We then analyzed the percent change in each area from 2006 to 2009

(See Table 4.15).
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Table 4.15

Geographic Area Comparison
Average | Awerage
FMLS AREAS | Price/Sf | Price/Sf % Change
AREA 72 104.15 9175 -11.91%
AREA T3 97.86 B6.73 -11.37%
AREA 74 114.68 89.12 -22.29%
AREA 75 89.77 B5.34 -4 93%
AREA 81 103.82 993 -4 35%
AREA 82 111.66 1154 3.35%
AREA 83 115.63 123.93 7.18%

This calculation is inferesting because it confirms that some areas
decreased in value while some areas actually increased. Our next step
was to look at some of our predictor variables within these different
geographic areas to see if there might be an explanation as to why some
of the areas decreased in value and others actually increased. Using this
same chart, we added a column for Average Median Income and

another column for Average School Rating (See Table 4.16).

Table 4.16
Geographic Area Comparison
2006 Average |2009 Average Average Average
FMLS AREAS  |Price/Sf Price/Sf % Change |Median Income (School Rating
AREA T2 10415 91.75 -11.91% 566,103 24
AREA T3 97.86 B6.73 -11.37% 565,203 3
AREA 74 11463 89.12 -22.29% 576,788 4
AREA 75 89.77 85.34 -4 93% 577,216 43
AREA 81 103.82 993 -4 35% 581,120 4.25
AREA §2 111.66 115.4 3.35% 5107 162 4.3
AREA 83 115.63 123.93 7.18% 387,010 4.5
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In analyzing the “Price/SF” in the different geographic areas, it
became immediately clear that the areas that dropped in value had
lower median incomes and poorer school ratings versus the areas that did
not drop in value. In fact the two areas that had the highest income and
highest average school rating were the only two areas that experienced
an actual increase in average “Price/SF.” As a side note, it is not surprising
that "Median Income” and "School Rating” appear to track each other.
There is a very high correlation factor in our data (.612) between “Median

Income” and “School Rating.”

To further explore what kind of affect the “School Rating” might
have on values, we calculated average “Price/SF” for 2006 and 2009
based only on the school rating. This comparison also indicated that in
areas with poor school ratings, home values experienced a significant
drop in value. We found that homes in school districts with a category 1 or
2 dropped the worse. Category 1 school districts dropped on average

27.41% and category 2 school districts dropped 32.66% (See Table 4.17).
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Table 4.17

Price/5F Comparison by School Rating
School | 2006 Awg | 2009 Awg | Percent
Category | Price/SF | Price/SF | Change

1 99.0v7 7.9 -27.41%

2 102.52 69.04  -32.66%

3 100.2 95 -5.19%

4 98.5 91.34 -7.55%

5 106.33 100.5 -5.48%

To further understand how the school district combined with our
other predictor variables were affecting values, we created additional

tables comparing the school rating to the general interior (Table 4.18).

Table 4.18

2006 Interior to School Comparison
Interior School 1 |School 2 |School 3 (School 4 (School 5
Below Avg. 272 91.38 70.64 84.22
Average 111.63 108.01 99.31 94.48 106.48
Above Avg, 101.51 105.31 107.15 110.52
Well Above Avg. 103.29 100.49 105.87

2009 Interior to School Comparison
Interior School1 |School 2 |School 3 |School 4 |School 5
Below Avg. 58.27 55 81 24.76 7127 286.76
Average 11285 71.68 92.48 86.7 96.57
Above Avg. 108.99 106.42 115.14
Well Above Avg. 107.13 86.01

2006-2009 Interior to School Percent Change

Interior School1 |School 2 |School 3 |School 4 (School 5
Below Avg. 2% -T% 1% 3%
Average 1% -34% -7% -8% 4%
Above Avg. 3% -1% 4%
Well Above Avg. 7%
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Based on these results, it appears as though homes in the category
5 school districts hold their value regardless of the inferior condition of the
homes. Additionally, homes in school districts with a rating of 3
experience some increases as well when the general interior of the homes

are above average or well above average.

To further explore the effect of the school system on depreciating
home values, we created a comparison of school quality in relation to the

proximity to downtown (see Table 4.19).
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Table 4.19

2006 Schools and Proximity Comparison
School |0-10 mi [11-15 mi |16-20 mi [21-25 mi |26 beyond
1 93.37
2 78.78 105.46
3 105.33 91.4 108.08
4| 8&7.78 94.95 98.3 115.89 109.25
5| 106.09 93.49 118.74 116.7
2009 Schools and Proximity Comparison
School |0-10 mi |11-15 mi |16-20 mi |21-25 mi |26 beyond
1 71.91
2 69.04
3 90.55 89.23 109.34
4 83.83 83.03| 120.97 114.68
S| 93.52 92.03| 105.98| 129.85
2006-2009 Schools and Proximity Percent Change
School |0-10 mi [11-15 mi |16-20 mi (21-25 mi |26 beyond
1
2
3 -14% -2% 1%
4 -12% -16% A% 1%
5 -12% -2% -11% 11%
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Interestingly, we find that the category 4 and 5 school districts
actually increase in value from 21 to 25 miles away. However, as we get
closer to downtown, all of the school districts, regardless of the school
rating, experience declines in value. This would seem to indicate that
even though proximity to downtown is a significant factor in determining
the Price/SF of a home, there is still a more stable housing market farther

away from downtown in combination with good school districts.




Lastly, we analyzed the proximity to downtown in relationship to

general interior condition (See Table 4.20).

Table

4.20

2006 Interior to Proximity Comparison

Interior 0-10 Miles [11-15Miles |16-20 Miles [21-25 Miles |25 Miles beyond
Below Avg 82.75 87.04 77.91
Average 102.53 89.72 101.08 105.76 104.65
Above Avg 98.46 103.78 107.06 115,93 118.89
Well Above Avg 107.01 108.14 65.72 103.29

2009 Interior to Proximity Comparison

Interior 0-10 Miles |11-15 Miles |[16-20 Miles [21-25 Miles |25 Miles beyond
Below Avg 72.75 BE5.78 58.27 86.13 35.81
Average 83.27 84.14 90.35 107.43 85.83
Above Avg 74.92 96.63 116.56 122.8 123.2
Well Above Avg 86.01 107.13

2006-2009 Interior to Proximity Percent Change

Interior 0-10 Miles [11-15Miles |16-20 Miles [21-25 Miles |25 Miles beyond
Below Avg -17% -1% -28%
Average -19% -6% -11% 2% -18%
Above Avg -24% -7% 9% 9% 4%
Well Above Avg -20% A%

Again, we find that homes a little farther away fromm downtown

seem to hold their value or even increase in value better than the homes

closer to town. This appears to be frue at least for homes with above

average interiors. This is especially frue for the 21 to 25 mile distance from

downtown where even the homes with average interiors have an

increase in Price/SF.
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CHAPTER 5

CONCLUSION AND RECOMMENDATIONS

Through the use of stafistical analysis, we were able to identify
different buying patterns in a good economy and a bad economy. Our
regression models helped us to identify which characteristics of housing
were the most significant at each point in fime. We were also able to
further identify how some of those significant characteristics could
actually help certain properties maintain their value in a declining market

while other properties in the same region were depreciating.

The results of our regression analysis revealed that there were some
similarities and some difference in regards to which characteristics of
housing were significant in determining the value that buyers place on
residential properties in a good economy versus a bad economy. For
instance, in 2006, buyers placed a higher value on one-story properties
whereas this was not a significant factor for homebuyers in 2009. In
addition, there was also a greater significance placed on the proximity to
the closest shopping area in 2006 versus 2009. While our research does not
speculate as to why this is the case, we would recommend that further
research be conducted to understand why homebuyers placed more

significance on certain variables from one real estate market to the next.
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Another difference that was idenftified between the two years was
the predictability of housing characteristics in relationship to “Price/SF.”
The R-Square value for the 2006 regression models was approximately 22%
in 2006 versus 39% in 2009. In addition, the housing characteristics in 2009,
as a whole, had higher correlation values in relationship to “Price/SF.”
Further research could be conducted to analyze why the correlations and
the predictability of the regression model appear to be higher in the

down real estate market.

Another finding in our research was the fact that the quality of the
school district, the proximity to downtown and the general quality of the
interior all proved to be important housing characteristics in both 2006
and 2009. As we analyzed these characteristics in more depth, we found
that in Cobb County, homes that were approximately 20-25 miles away
fromn downtown experienced less depreciation than other areas. This was
especially true when the homes had an above average interior and were
located in good school districts. In fact, homes in this general proximity to
downtown that were in good condition and located in good school

districts, on average, actually increased in value.

In conclusion, our research enabled us to identify characteristics
that were significant in both a good economy and a bad economy as
well as significant characteristics that were unique to both. While our
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research was limited to identifying what can be observed from objective
sales records, we did not explore the “why” behind these observations. For
each home sale in Cobb County, there was an individual buyer who
made a decision to purchase that house for a certain sales price based
on their own decision criteria. An interesting area of research that could
compliment our research would be to explore the decision-making

process of buyers in a good economy versus a bad economy.

In closing, this study helped to develop a model for determining
changes in demand for certain attributes of residential real estate in Cobb
County, Georgia, but the application of this research model can be
applied in other metropolitan areas as well. The study of changes in
hedonic model results over two different periods of time is fairly
unexplored and our research could be used as a springboard for other
researchers in this area of hedonic modeling. It is my hope that through
our initial efforts in this area of study, other researchers will build upon this

framework and advance this body of research.
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Appendix A

Economic Data
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Table 6.1

| Thousands of persons 16 years of age and over, except as noted;

monthly data seasonally adjusted except as noted by NSA|

Civilian employment

Unemployment

Percent !

Labor
noninstitu- | Civilian Men Women Men Women Not in force | Hmploy- .

Period tional labor 20 20 Both 20 20 Both labor »ar- ment/ Unem-

. . - = - SEXES - = - sOXeS . par ploy-

population foree Total years vears 10 Total vears years Y foree tiei- pop- .
(NSA) and and 16-19 and and 16-19 - ulation ment
e - o years — -~ years P . rate
over over over over tion ratio
rate
19992 139,368 67,761 | 58,555 5,880 s 4.2
20002 142,583 69,634 [ 60,067 5,692 s 4.0
2001 143,734 69,776 | 60417 6,801 s 4.7
200! 144,863 69,734 [ 60,420 8,378 1,2 5.8
200: 146,510 70415 | 61,402 1, 6.0
200 147,401 2| 61,773 1.2 5.5
200 ,082 | 149,320 (>_‘ 702 1, 5.1
200 228815 | 151,428 4 1, 4.6
2007 231,867 | 153,12 1, 4.6
2008 233,788 | 154,287 655.0: %‘l 1,2 5.8
2008: Aung 2 H IU" 154,823 65,003 1. 6.2
\op' 154,621 65,008 1,3¢ 6.2
Oct 154,878 64,975 1, 6.6
Nov 154,620 64,902 I() 476 1. 6.8
Dec 154,447 64,860 | 5,194 | 11,108 4 031 ] 1 h() 588 7.2
2009: Jan2 . 153,716 64,298 | 5,188 | 11,616 4,286 | 1,35¢ 81,023 7.6
Ieb 154,214 64271 | 5,184 | 12467 4,646 | 1,427 80,699 8.1
Mar "3(1 ()R() 154,048 H(},R‘h 64,1458 | 5,083 | 13, l()] 1,410 81,038 8.5
Apr 154,731 | 141,007 64,226 | 5,103 3,72 1,398 80,541 8.9
May 155,081 | 140,570 63,895 | 5,082 y 1,491 : 9.4
June 154,926 | 140,196 63,810 | 4,999 7,904 1,576 9.5
July 5,87C 154, ")04 140,041 63,789 | 4,933 7,726 1,541 81,366 9.4
Aug .. 236,087 154,577 | 139,649 63,662 | 4,783 8,027 1,640 81,509 9.7
' Civilian labor foree (or employment) as percent of eivilian noninstitutional population; and See Kmployment and Earnings for details on breaks in series.

unemployment as |

nt of eiviliar
2 Not strietly comparable with ea
N rinning Jannary 2009 data reflect revised population eontrols and are not. strictly
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Chart A. T otal nonfarm employment, over-the-year percent
change in the U.S. and the Atlanta metropolitan area,

August 2003-August 2009
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CPI-U 12-Month Changes, 1999 to Present
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Table 6.2

Table 27. Historical Consumer Price Index for Urban Wage Eamers and Clerical Workers (CPI-W): U. S. city average, all
items-Continued

(1982-84=100, unless otherwise noted)

Year Jan Fab. Mar. Apr. May Juna July Aug. Sap. Oct. Mov. Dac.
1970 38.0 38.2 8.4 38.7 38.8 39.0 392 392 394 30.6 39.8 40.0
1871 40.0 401 40.2 40.4 40.6 40.8 40.9 41.0 410 41.1 41.2 41.3
1472 414 416 41.6 41.7 41.9 42.0 421 422 424 42.5 426 427
1973 429 432 43.6 43.9 441 44.4 44.5 454 455 45.9 45.2 46.5
1974 48.9 47.5 48.0 48.3 48.8 49.3 49.7 50.3 509 51.4 51.8 522
1975 524 528 £3.0 53.2 53.5 53.9 54.5 54.7 549 55.3 55.6 55.8
1976 56.0 56.1 6.2 56.5 56.8 571 57.4 57.7 579 58.2 58.3 58.5
1977 58.9 58.5 59.8 60.3 60.6 61.0 61.3 61.5 618 1.9 622 62.5
1978 62.8 632 €3.7 64.3 64.9 65.6 66.0 66.4 668 7.4 BT.7 68.1
1979 N 649.5 70.3 711 71.9 728 73.7 74.4 751 75.7 76.4 2
1980 r8.3 4.4 B0.5 81.4 B2.3 83.2 B83.3 838 B4 G 85.3 BE.1 BE.9
14981 B7.5 BE.5 9.0 B89.6 90.3 911 922 928 937 939 84.1 94.4
1982 a 950 4.8 952 96.2 a7.4 98.0 98.2 983 96.6 98.4 98.0
1983 98.° 981 8.4 99.0 995 998 100.1 100.5 1010 1012 101.2 1012
19684 101.6 101.8 101.8 102.1 102.5 102.8 103.2 104.2 1048 104.8 104.7 104.8
1985 104.9 105.4 105.9 106.3 106.7 107.0 1071 107.3 1076 107.9 108.3 108.6
1986 108.9 108.5 107.9 107.6 107.9 108.4 108.4 108.6 1091 109.1 109.2 109.3
1987 1100 1105 111.0 1116 111.9 112.4 112.7 113.3 1138 114.1 14.3 1142
1988 114.5 114.7 115.1 115.7 116.2 116.7 117.2 117.7 1185 1168.9 119.0 119.2
1989 118.7 1202 120.8 121.8 1225 1228 123.2 123.2 1236 124.2 124.4 124.6
1990 1259 126.4 1271 127.3 1275 128.3 128.7 129.9 1311 139 1322 1322
1991 1328 1328 133.0 1333 1338 1341 134.3 134 6 1352 1354 135.8 1359
1992 136.0 136.4 137.0 137.3 1376 138.1 138.4 138.8 1391 1306 139.8 1398
1993 1403 1407 1411 1416 141.9 142.0 1421 142 4 1426 143.3 143.4 1433
1994 143.6 144.0 144.4 144.7 144.9 145.4 145.8 146.5 1469 147.0 147.3 147.2
1995 147.8 148.3 148.7 149.3 149.6 149.9 149.9 150.2 1506 151.0 150.9 1509
1996 151.7 1522 1529 153.6 154.0 154 1 154.3 154 .5 1551 155.5 155.9 1559
1997 156.3 156.8 157.0 157.2 157.2 157.4 157.5 157.8 1583 158.5 158.5 158.2
1998 158.4 158.5 188.7 158.1 159.5 159.7 1598 160.0 1602 160.6 160.7 160.7
1999 161.0 161.1 161.4 162.7 162.8 162.8 163.3 163.8 1647 165.0 165.1 165.1
2000 165.6 166.5 1€7.9 168.0 168.2 169.2 169.4 169.3 1704 170.6 1709 170.7
2001 177 1724 1726 173.5 174.4 1746 173.8 173.8 1748 174.0 173.7 1729
2002 173.2 1737 174.7 175.8 175.8 175.9 176.1 176.6 1770 177.3 1774 177.0
2003 1777 1792 160 3 179 R 179 4 1T R 1T R 180 3 1R10 180 7 1R0 2 17649
2004 1809 1819 1629 183.5 1847 185.3 1849 185.0 1854 186.5 1B6.8 186.0
2005 186.3 187.3 168.6 190.2 190.0 190.1 191.0 1921 1950 195.2 193.4 192.5
2008 104.0 1042 165.3 197.2 108.2 108 6 100.2 1008 1084 197.0 106.8 1972
2007 197550 | 198.544 | 200612 | 202130 203661 | 203.906| 203.700| 203.199| 203889 | 204.338| 205.891| 206777
2008 206.744 | 207254 | 209147 | 210698 | 212788 | 215223 216.304 | 215247 | 214935| 212182 207.296| 204.813
2009 205700 | 206.708| 207218 | 207.925| 208.774| 210972| 210.526| 211.156 N N N N
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Table 6.3

Table 25. Historical Consumer Price Index for All Urban Consumers (CPI-U): U.S. city average, by commeodity and service group and detailed

expe nditure categories-Continued

(1982-B4=100, unless otherwise noted)

Unadjusted indexes

liem and group Decembar Aug.
2001 2002 2003 2004 2005 2008 2007 2008 2008
Expenditure category

Rapair of household items 2 ... 1226 1286 133.0 1422 15189 158.4 165.080 173.193 178.680
Apparel .. 1237 1215 1190 1188 175 1186 118257 117.078 117.130
Mansand boys appard 1228 1183 118.0 1163 1141 1132 112.026 110.767 110.835
Men's apparal .. 1258 1245 1224 1214 1188 118.4 116 480 114.775 115.481
Men's suits, spo-rt ocats and outerwear . 1281 1272 1281 126.0 1263 120.2 121.440 116.071 112.075
Men's fumishings .. 1320 1332 1361 1348 1334 121.7 126721 134.123 134.458
Men's shirs and ma‘bars 2 922 91.3 B8B.5 B6.0 BS 4 B78 B81.560 78307 T7.833
Men's pants and shorts 178 1137 106.8 110.3 1064 106.8 108284 104.650 110.974
Boys® apparel .. 1108 100.6 0.7 875 a3 914 852186 05,305 93.452
Womensa'ldgu‘ls apparai 114.8 1131 110.9 1100 1088 110.2 109418 105.456 103.901
‘Women’s apparsl .. 1163 1129 11.1 109.6 1087 111.6 110570 106.734 104.854
Wamen's ouhatwea.r 3 1133 1138 112.6 106.8 1024 1017 96725 05 604 B3.423
Women's dresses ... a1 100.3 100.4 96.8 1042 1124 115453 110.886 115.875
Women's suits and separates 2 90.9 e87 B6.3 BE.0 B56 B7.6 B7.308 B2.653 B0.915

Wamen's undenwear, nightweaar, sportswear
ar.5 3.8 a3.3 822 a8 g1.0 BB BET BB.E12 B0.527
i12.2 1141 109.5 1121 104 .4 028 103475 08.956 90,408
120.6 120.7 118.5 1203 1214 1230 122 258 124.093 125202
124.5 1246 120.4 1181 1207 1234 120.908 125,664 126.848
1221 1206 118.2 1229 1244 1234 125993 131.745 131.365
167 117.3 116.5 187 1187 1217 120615 118.767 1206848
Infants’ and oddlers” appa.ral 1285 1253 118.2 1186 1150 114.1 113778 112.568 113.673
Jewslry and watchas 7 1323 127.2 1221 126.0 1232 1281 134325 143.607 149.270
Watches 7 171 1109 11.0 128 1137 157 113728 117.491 115.151
Jowslry 7 1366 131.7 125.8 120.8 1264 1330 130691 150.122 157.367
Transportation ........ 148.5 154.2 154.7 164.8 1727 1754 189.984 164.628 184.386
Private franspaortation 144.3 150.4 150.8 161.3 1688 171.8 1686.134 158.411 170.967
Mew and used mator vehides 2 101.6 8.7 94.4 95.4 o58 948 94 754 91.408 93.126
New vehicles ... 143.5 140.8 138.0 1388 1383 1371 136 664 132.308 134.080
Mew cars and tucks1 0.6 a7.6 857 86.3 859 85.0 a4 727 891.677 S2.908
Newcars 1 .. 140.5 137.7 134.8 1355 1366 1369 136371 134.930 134.666
New trucks 18 152.0 1486 146 .4 147.2 1444 1415 141.191 133.657 137.931
Used cars and trucks ...... 157.2 1485 131.0 1373 132 136.2 136943 125.883 128.028
Leased cars and trucks 10 100.0 98.0 85.7 a7 a30 9289 O3 464 99.045 102.551
Car and fruck rental 2 1037 104.2 107.5 103.2 1121 1154 113982 118241 141.957
Motor fuel .. : 6.1 1187 i27.8 161.2 1873 188.3 258132 149.132 2265.080
Gasdline [a]l ‘t‘yp-as] a5.4 1181 127.2 160.4 1862 1881 256 790 146.102 225179
Gasaline, unleaded reg 931 1171 125.7 158.2 1858 18749 256 775 143.918 224.518
Gasoline, unleaded midgrade B8 1239 131.4 165.2 1908 2021 261.983 152,838 230,839
Gasalina, unjaadad premium 1 a97.0 118.8 1271 158.0 1811 1823 24T 360 148.343 218.115
Other maotor fusls 2 120 1138 115.8 1526 1864 2001 2483493 185.983 192.872
Motor vehicla parlsandequlpnmt 105.8 107.0 107.7 108.9 1140 1185 123928 133.077 133.531
Tires .. 101.2 1013 100.8 103.2 1062 1100 113.060 119.796 120.108
\.'bhl:b BCCessonies otha( than hres 106.2 108.7 111 mar 1184 126.2 132574 145311 145.964
Wehicle parts and equipment other than tlrla-s1 111.2 1138 115.5 116.0 11848 12586 131420 136.882 141.373
Motor oil, coolant, and fuids 1 ....... i 150.7 154.3 160.2 170.3 1851 2244 240510 288.121 280.936
Motor vehicle maintenance and repair . 1864 1833 188.0 2033 2107 2188 226120 239.356 243,484
Motor vehicle body work .. 197.6 201.2 205.0 2105 2205 2281 236030 245.361 248.751
Motor vehicle mainienance and servidng . 171.8 1779 180.9 186.2 1922 1883 204 331 218.020 222080
Motor vehicle repair 2 1135 1179 1214 124.4 1282 1348 130602 146.705 148,657
Motor vehicle insurance 2784 3046 318.4 2263 3xes 2362 336915 350,208 357.780
Motor vehicls feas 2 .. 1104 1140 121.8 1323 1362 1384 142248 147.741 155118
State and local registration and license 106.4 1101 118.4 131.8 1344 1376 139.320 142.812 150.528
Parking and ather fees 2 ... 119.6 1229 126.5 133.0 135 1423 147 630 156.704 163.544
Parking feas and tolls 12 120.2 1239 128.0 1354 1442 146.5 153.178 166.315 174.523
Automobile service clubs 1 2 100.8 108.5 122 11349 1141 1182 119.323 117.285 118.518
Public transportation . 204.8 203.0 205.8 205.4 2176 217.8 233408 237.638 238907
Airine fare ... 228.0 2234 2231 2197 2338 2314 255873 259,566 258.351
Other intercity tlmsportahon 1520 155.1 147.0 144.6 15186 154.7 156 648 155,454 152,668
Intercity bus fare 13 i ) - - - - 100.000 108.182 103.224
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Table 6.4

PAYROLL EMPLOYMENT

2008 0703 0704 08e1 08a2
Total (000) 1360864 1375054 1370655 | 1376377 1389170 1363800 1380613 1370570 1367637 1321723 1325547
% Cho Year Ago 1 8% 1.1% 0.4% 1.0% 0.9%, 0.5% 0.0% 04%, A B 3% 4 .0%,
Government M 9738 222182 224997 | 213753 227HM3 226087 227 0 M F053 2289477 227397 228370
% Chg Year Ago 0.8% 11% 1.3% 0.9% 11% 1.3% 1.3% 1 5% 1.0% 0.6% 0.4%
Manufacturing 141553 135791 134308 | 139107 137943 135853 13,5540 134680 131157 123527 110723
% Chy Year Ago 0.5% 20% 3.2% 2.2% 20 2.2% 2E% 32, 487, 1% MT%
Private Monmfg 999573 1015012 104351 | 1023517 102,391.3 1004860 1017703 104 8637 1007003 970800 97,7453
% Cho Year Apo 2.3% 1 5% -0.4% 1 5% 1.2% 0.7% 0.0% -0.5% A 7% -31% -4.0%

Total (000) 40891 41455 41025 | 41434 41766 41244 41346 40882 40626 30404 34254
% Chy Year Ago 2.2% 1.4% 0% 1.4% 0.8% 0.3% 0.3% 3% 27% 4.2% 5.0%
Government B63.1 G76E £93.5 B64.3 B9 .4 £95.9 £94 6 6624 700.6 6974 £94.0
% Chy Year Ago 21% 2.05% 2.5% 1.8% 1.9% 2.8% 2.9% 2.7% 1.7% 0.3% -01%
Manufacturing 447 5 4314 4083 4304 425 420.2 413 6 406 5 3925 374.2 3634
% Chg Year Ago 05% 3E% 5.4% 3T% 3% 3 E% 4 B% 5.5%, FE%  08%  121%
Private Monmfg 28785 30376 30007 | S04B6 30614 30083 30262 0 29990 29694 28774 28605
% Chy Year Ago 2 6% 2.0% 2% 2.1% 11% 0.3% 0.5% 1 E% 30% 44% _5.2%

Drata iz Mot Sessonally Adusted
Source: Bureau of Labor Statistics (Haver Analytics)
Crested 7/2002009 12:18:57 PM
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Table 6.5

Bureau of Economic Analysis
National Income and Product Accounts Table

Table 1.1.3. Real Gross Domestic Product, Quantity Indexes

[Index numbers, 2005=100]

Seasonally adjusted

Today is: 10/13/2009 Last Revised on September 20, 2009 Next Release Date Qctober 29

Line

Lt Iy T R cH o R e

22
23
24
25

Gross domestic product
Personal consumption expenditures
Goods
Durable goods
Mondurable goods
Services
Gross private domestic investment
Fixed investment
MNonresidential
Structures
Equipment and software
Residential
Change in private inventories
MNet exports of goods and services
Exports
Goods
Services
Imports
Goods
Services
Government consumption expenditures and
gross investment
Federal
Mational defense
Mondefense
State and local

78

2006
I

102.196
101.901
102.335
103.327
101.793
101.670
104.258
103.670
105.739
103.696
105.542
100.031

106.415
107.085
104.897
104.613
104.376
105.888
101.147

102.763
101.115
106.163
100.205

2006
II

102.564
102.450
102.501
103.064
102.191
102.421
104.098
103.186
107.643
109.068
107.101
95.502

108.200
109.021
106.339
105.774
105.665
106.358
101.232

101.387
101.3384|
102.927
100.851

2006
III

102.592
103.081
103.334
104.216
102.851
102.945
102.643
101.380
108.811
111.771
107.681
89.933

108.353
109.069
106.729
107.040
107.100
106.715
101.386

101.792
100.892
103.653
101.149

2009
2006
v

103.341
104.112
104.835
105.647
104.383
103.731
99.712
100.499
105.440
112.185
108.414
85.194

112.882
112.488
113.773
106.917
105.476
109.276
101.670

102.066
102.963
100.203
101.437



Table 6.6

Bureau of Economic Analysis
MNational Income and Product Accounts Table

Table 1.1.3. Real Gross Domestic Product, Quantity Indexes

[Index numbers, 2005=100]

Seasonally adjusted

Today is: 10/13/2009 Last Revized on September 30, 2009 Next Release Date October 29

Line

00 =) M N fa L R

[ I el e T T T e T e Y e ]
H O W o=l MWk = O

22
23
24
23

Gross domestic product
Personal consumption expenditures
Goods
Durable goods
Mondurable goods
Services
Gross private domestic investment
Fixed investment
Monresidential
Structures
Equipment and software
Residential
Change in private inventories
Met exports of goods and services
Exports
Goods
Services
Imports
Goods
Services
Government consumption expenditures and
gross investment
Federal
Mational defense
Mondefense
State and local

79

2007
I

103.652
105.059
105.354
107.074
105.177
104.641
98.176
99.838
110.561
116.327
108.285
81.521

113.856
113.311
115.087
108.041
107.792
109.381
101.671

100.738
100.952
100.282
102.203

2007
II

104.475
105.358
105.904
107.634
104.9561
105.068
99.539
100.726
113.579
122.457
110.007
78.764

115.302
115.043
115.871
107.907
107.227
109.950
102.764

102.558
103.059
101.505
102.875

2007
III

105.402
105.858
106.724
109.001
105.507
105.403
99.736
100.526
116.219
129.869
110.5615
73.932

120.293
119.075
123.050
108.904
108.277
112.250
103.757

104.871
105.5465
1035.457
1035.110

2009
2007
v

105.957
106.175
107.513
110.464
105.973
105.477
97.753
99.5604
118.109
133.348
111.829
67.743

124,436
122.613
128.563
107.901
107.239
111.435
104.169

105.570
105.663
105.367
103.356



Table 6.7

Bureau of Economic Analysis
National Income and Product Accounts Table

Table 1.1.3. Real Gross Domestic Product,

[Index numbers, 2005=100]

Seascnally adjust

(gl.lalltity Indexes

Today is: 10/13/2009 Last Revised on September 30, 2009 Next Release Date October 29

Line

00 = O A = Ll kI =

[ L e T T T T T e T o e |
[ T T R [ o T o [ R 0% Y 6

22
23
24
25

Gross domestic product
Personal consumption expenditures
Goods
Durable goods
Mondurable goods
Services
Gross private domestic investment
Fixed investment
Monresidential
Structures
Equipment and =oftware
Residential
Change in private inventories
Net exports of goods and services
Exports
Goods
Services
Imports
Goods
Services

Government consumption expenditures and
gross investment

Federal
Mational defense
Mondefense
State and local

80

2008
I

105.764
106.016
106.121
107.931
105.165
105.953
95.887
97.969
118.674
135.559
111.685
62.355

124.393
123.873
125.587
107.225
106.290
112.249
104.545

107.654
107.760
107.442
103.234

2008
II
106.147
106.032
105.983
106.354
105.738
106.047
93.292

97.291
119.083
140.215
110.258
59.738

127.997
128.016
127.965
105.853
105.035
110.211
105.762

109.698
109.597
109.925
103.549

2008
III

105.430
105.088
103.895
103.083
104.219
105.697
91.643
05.199
117.210
140.191
107.577
57.208

126.3238
127.446
125.429
105.259
104.045
111.349
107.036

113.152
114.663
109.956
103.576

2009
2008

v
103.984
104.267
101.186
97.401
102.9259
105.837
85.519
d9.964
111.040
137.603
99.808
53.549

120.149
118.407
124.034
100.547
98.517
111.605
107.346

114.945
115.732
113.288
103.061



Table 6.8

Bureau of Economic Analysis
MNational Income and Product Accounts Table

Table 1.1.3. Real Gross Domestic Product, Quantity Indexes

[Index numbers, 2005=100] Seascnally adjusted

Today is: 10/13/2009 Last Revised on September 30, 2009 Next Release Date October 29, 2009

Line 2009 2009
I II

1 Gross domestic product 102.271|102.082
2 |Personal consumption expenditures 104.425|104.196
3 Goods 101.5817) 101.023
4 Durable goods 98.345| 96.947
5 Mondurable goods 103.405( 102.911
= Services 105.761| 105.809
7 Gross private domestic investment 71.746( 67.059
8 Fixed investment 79.514| 76.895
9 Monresidential 98.061| 95.623
10 Structures 119.243) 113.716
11 Equipment and software 39.143| 88.036
12 Residential 47.478| 44.436

13 Change in private inventories —— —-
14 |Met exports of goods and services _— —

15 Exports 109.922| 108.766
16 Goods 105.520| 103.817
17 Services 119.619] 119.649
18 Imports 89.804| B86.292
19 Goods 86.326| B82.520
20 Services 108.238| 106.160
21 |Government consumption expenditures and 106.639(108.386
gross investment
22 Federal 113.693| 116.801
23 Mational defensze 114.219( 113.014
24 Maondefense 112.576( 114.259
25 State and local 102.6600 103.640
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Table 6.9

NEW CONSTRUCTION

| Béllions of doflars; monthly dats al scasonally sdjusted annual rtes)

Trnate
Fouberal
Telal wiew s et ial Netiressletial and
rotmlfur- 3
Foriad prspie Himin
o Tokal Nrw Vorzrzerrial and
penditarrs Tidalt e Toial Lasbigiong [ limciuding | Mamsfes. e * (]
Farm) lusiag
5755 249.2 16.0 45,1 394 1 93,7
6214 2753 16.3 a4 4.1 376 1.8
BIRI 2738 14.5 48,7 [=§H ar.8 18,2
6344 2377 JLUE] 35.3 280 227 1oz
6754 2393 a9 an& 575 2014 (1]
TTl4 238.5 120 i ] 632 T 1046.8
BEES 25686 12.7 37.3 [EAH 9.9 1102
] b 2984 176 45.7 734 361 126.7
BELG A6E 4 275 53.8 B39 453 1558
662 416.1 a54 aT1 B1.5 0.8 181.4
1598 419.9 7.0 57.9 B2.8 185.0
THE4 4162 at4 58.0 9 1788
Tia6 4232 6.8 G54 e 184.3
TH4.1 426.3 6.6 56.5 T6.5 185.8
TE6.8 4164 a7 55.8 a5 1807
BOEE A3 318 1R Tl 179.7
BT3E 395.1 =02 450 667 1728
GE0LD 400.1 L 48.4 (28] 1747
B304 4015 3=z 48.1 BI5 175.3
B34.1 400.5 a0 437 621 181.3
BIE 3984 284 4.1 G886 1818
BIRG A89.5 LR 416 550 B2 181.5
B304 a84.8 240 428 4.1 B4.0 180.0
# Inchuden residential impervements, ool dhown segaraleby Sourer: Drpartment of Commeres, Huroas of (ke Cennm
T I neliisdes bealth capr, edicalbal, cofmkheealb, and power, oy olber calogufies hol

dhorwm separuledy.

82



Table 6.10

INTEREST RATES AND BOND YIELDS

Interest rates were mixed in August.

PERCEMT PER ANMLM PERCENT PER AMHNLIR.
0 e ———————————————————————— hl-]
a  — 1
‘-;.,"'“‘--».h,‘
N
\\/\ COMPCRATE Ao BONDS |
& - P MOCEYS| 1s
LS !
[ F]
VT A e
N ML
|

FEDERALFUMDS
RATE

o lova e brevee v loveve orenlonron oniebvmvafoneisena g boere
fai 1] 200 2003 ot i OO

SOULRCE: AbE Rl £ B

| Percent per annom)

U.E. Tressury seeurity ylekls High- Dizeount window
e Corporate (LY. FLH. Bank)43 New-
Constant maturtles® maLnlelpal riaa Prime rate Federal home
Period 4-month bonds bonds charged by funds merigage
bills (at (Btandard | oo | Primany IMseount hanks® rates Viekls
anetion) ! 3-vear li-your | S0-year & v : eredit rate (FHFE)?
Pour's) 3
1943 704 H.00 4.97 T.04
2000 4 923 3 3
2001 6.491
2002 . 4.67
2003 .. " 412
2004 " 434
2005 .. * 6.19
2006 .. .91 * 7.96
2007 4 " H.03
2008 .28 * 308
BO0E: M * 5.00
T * 5.00
T L
i} -
L
200: *
*
-
L
L
* 1 al
Az * 16 .40
50 " I8 LI [——
A0 * 18
50 * A7
M " 16
A0 " 18
A0 * 14

E Dmily effeckive rabe; weightod average of rats on brokered brades.

From urefoes- prien am TEffective rale (in the primary market) on comenkional merigages, reflecling fos and
# Yialds on actively traded isaes adjustod o enestant metaritios m ke aversge, ropeyment al end of 10 years.

“Workly data are Wednesiay Ggars. * seount mie (adjusiment eredit) seriss was dseontinued after January 8, 30

4 Dimooant. window bormwing for primary erodil and diseount rate (adjusiment eredit). The 3l-year constani maturity was dissontimoed on Febnmry 18, 2002,

i ad jastmant eredit |

raie for yoar; raie moefTeel al end of month or week. Beurreas:

4. Berins for
and reimtrodosd on Frbe

es: Dopartment of the Troasary, Beard of Covernors of the Federal Beserwe System,
Federal Housing Firanes Boand, Mo

v's Invisiors Berves, and Standard & FPooc’s.
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COMMON STOCK PRICES AND YIELDS

Stock stock prices rose in August.
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Figure 6.7
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Table 6.11

Common stock priees ! Common stock yields
(pervent) 7
New York Stoek Exchange indexes??® Standard & _
Period {December 31, 2002=25,000) Dow Jones Poor's eom- '\]:::ullqilt;:i:_]\l__
industrial posite index [ P i Dividend- Earnings-
Com- - : 1 Health average (1941- (Teb. 5, price ratio price ratio
posite Finaneial Energy Gars 43=10)5 1971=100) &

1999 ..

6,546.81 272815 a7

6,505.89 =

5]

92

£ .84

: 1,130.65 9

P 10,547 1,207.23 6

2006 685.06 | 1140867 | 131016 8
2007 719179 | 1316998 | 147719

2008 .. 6,171.19
6,618.92
6,316.05
5,434.03

2008: Aug ..
Sept
Oet .

Nov .. 5,088.99

Bk, o R R 5,080,583
2009: Jan ...

Feb

Mar
Apr

May
June
July
Aug ..

1,009.72
Week ended:

2008 Ang B oo nosnsiass ] 4,5¢ 9,302.81 1,003.71
: 4.6 9 £ 1,004.82
4, ) ik 99t
4, a0 9.543.38 1 2
4,647.52 10,20: 9,374.69 1,006.61

! Average of daily closing prices.
2 Ineludes all the stocks (nearly 1
1 January 9, 200

tions, and b

#Includes 500 stocks.

& Includes about 3,000 stocks.

T8tandard & Poor's series dend-price ratios based on Wednesday closing prices. Earn-
ings-price ratios based on prices at end of quarter.

relaunched the composite index with changes in
: 5,04, E: e Jamuary 8, 2004 new
rodduced by the B 1. Previous indexes
inance were discontinued. Sources: New York Stock Exchange, Dow Jones & Company, Ine., Standard & Poor's, and
Nasdaq Stoek Market.

Ineludes 30 stocks.
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